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Abstract: Understanding the underlying goal behind a user’s 
Web query has been proved to be helpful to improve the quality of 
search. This paper focuses on the problem of automatic identifica-
tion of query types according to the goals. Four novel en-
tropy-based features extracted from anchor data and click-through 
data are proposed, and a support vector machines (SVM) classifier 
is used to identify the user’s goal based on these features. Experi-
mental results show that the proposed entropy-based features are 
more effective than those reported in previous work. By combin-
ing multiple features the goals for more than 97% of the queries 
studied can be correctly identified. Besides these, this paper 
reaches the following important conclusions: First, anchor-based 
features are more effective than click-through-based features; 
Second, the number of sites is more reliable than the number of 
links; Third, click-distribution- based features are more effective 
than session-based ones.  
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0   Introduction 

There have been growing interests in understanding 
the underlying goals behind a user search. Broder[1], 
Rose et al[2] and Lee et al[3] have found that the goal of a 
user underlying a query can be classified into at least two 
categories: navigational and informational. When issuing 
a navigational query, the user wants to reach a particular 
website or page he already has in mind. For example, 
navigational query “sina” is usually used to redirect to 
website www.sina.com.cn. While for an informational 
query, the user does not have a particular page in mind 
but tends to visit multiple pages to learn about a topic. 
“EM algorithm” is an informational query. The goal of 
this query is to learn about EM algorithm and the user 
does not have a preferred Web page in mind. He may 
need to explore several relevant web pages until he gets 
what he wants. 

It is obvious that informational and navigational 
queries have different characters in ranking. We could 
adapt different retrieval algorithms according to the type 
of a query and improve the overall search quality. 
Craswell et al [4] and Westerveld et al[5]demonstrate that 
it is feasible to improve search performance by applying 
specialized ranking strategies to informational and navi-
gational queries. Kang et al[6]revealed that for informa-
tional queries, we could emphasize content information. 
While for navigational queries, we should emphasize 
anchor, link, and URL information. Therefore, it is 
worthwhile to automatically identify the type of a query 
first, and this is the main task of this paper. 
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There has been some previous work on automatic 
identification of user goals. Kang et al [6] proposed to use 
the occurrence patterns of query terms in root documents, 
titles, and anchor text to identify query types. They pro-
posed three features including anchor usage rate, query 
term distribution, and term dependence. Lee et al[3] 
pointed out that the three features proposed by Kang et 
al[6] were not very effective in predicting user goals. 
They proposed to use user-click behavior and an-
chor-link distribution. They experimented with the me-
dian of click distribution and anchor-link distribution. 
Liu et al[7] proposed two features nCS and nRS extracted 
from query sessions in click-through data to accomplish 
this task. Experimental results showed that by combining 
these two features with click-distribution features intro-
duced in Ref.[3], better performance could be achieved.  

In this paper, we also use anchor data and click- 
through data to identify query goals. We propose four 
novel entropy-based features: click entropy, domain click 
entropy, link entropy, and site entropy. We use the sup-
port vector machines (SVM) algorithm[8] to identify user 
goals based on these features. We also implement all the 
features introduced by Lee et al[3] and Liu et al[7] because 
to our best knowledge they are currently the most effec-
tive features. Experimental results show that our pro-
posed features are more effective than prior ones. We 
also reveal that when using anchor information, the an-
chor-site distribution is more effective and stable than the 
anchor-link distribution. We also show that by combining 
multiple features, we can correctly identify the goals for 
more than 97% of the queries studied. 

Please note that the taxonomies proposed by Border[1] 
and Rose et al [2] have a third category besides navigational 
queries and informational queries—transactional queries[1] 
or resource queries[2]. Lee et al [3] and Liu et al[7] merged 
transactional queries and informational queries, and only 
considered navigational and informational (and/or trans-
actional) categories. In this paper, we also use this tax-
onomy because informational and transactional queries 
have similar characters. 

1  Query Type Identification Features 

In this section, we propose four novel features ex-
tracted from anchor text and click-through data: click 
entropy and domain click entropy extracted from click- 
through log, and link entropy and site entropy extracted 
from Web page anchor data.  

1.1  Click Entropy and Domain Click Entropy 
User’s click behavior on the returned results is very 

useful evidence for identifying the user’s goal behind a 
query. If in the past users have consistently clicked on 
one or a few Web pages for a query, this query is very 
likely to be a navigational query. On the contrary, if users 
have clicked on many results, it might be an informa-
tional query. 

For a given query q, suppose qC  is the collection 
of clicked Web pages for this query. For each Web page p 
in qC , the corresponding click probability click ( | )P p q  
is defined as: 

click
#clk( , ) #clk( , )( | )

#clk( ) #clk( , )
qi C

q p q pP p q
q q i

∈

= =
∑

 

Here #clk(q, p) is the number of clicks on Web page 
p for query q, and #clk(q) is the total number of clicks 
for this query. We define the click entropy (ClickEntropy) 
of query q as the following. 

click clickClickEntropy( ) ( | ) log ( | )
qp C

q P p q P p q
∈

= −∑  

If all users click only one identical page on query q, 
click entropy of query q will be 0. A small click entropy 
means that the majority of users agree with each other on 
a small number of Web pages. A large click entropy in-
dicates that many Web pages are clicked for the query. 

By observing a real-world click-through log (We 
will introduced the data in Section 3), we find click- 
through data contain much noise. Some users usually use 
a short domain name to reach one of its sub domains 
(because some popular sub domains are usually ranked 
to the first page as well). For example, in the log data, 
we find only about 40% of the clicks for the query 
“17173” are made on the URL “17173.com”. Almost all 
the remaining 60% clicks are made on its 40 sub-domain 
URLs, among which “download.17173.com/” receives 
about 20% clicks. The clicks on these sub domains will 
increase the click entropy value and reduce the identifi-
cation accuracy. In order to solve this problem, we merge 
all URLs within a same domain and sum up all clicks on 
these URLs as the total clicks on the domain. We then 
re-calculate click entropy based on the clicks on domains, 
and name this feature as DomainClickEntropy.  
1.2  Link Entropy and Site Entropy 

Another feature that we may use is the destinations 
of the links with the same anchor text as the query. An-
chor text can be thought as query candidate given by 
webmasters. If most webmasters use an anchor text to 
link to a same website, this anchor text is very likely to 
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be a navigational query which will be issued by users.  
For a given query q, we find all the anchors appear-

ing on the Web that have the same text as the query, and 
extract their destination URLs. We denote the collection 
of destination Web pages for this query as qL , and use 
#links(q, p) to denote the number of the links that link to 
the Web page p with anchor text q. For each Web page p 
in qL , we define the percentage of links for page p as 

link
#links( , ) #links( , )( | )

#links( ) #links( , )
qi L

q p q pP p q
q q i

∈

= =
∑

 

We define the link entropy of query q as the fol-
lowing: 

link linkLinkEntropy( ) ( | ) log ( | )
qp L

q P p q P p q
∈

= −∑  

If all links with anchor text q point to one identical 
page, obviously link entropy of q is 0. A small link en-
tropy value for a query (anchor text) means that the ma-
jority of pages use the anchor text to link to a same Web 
page. When a user issues this anchor text as the query, he 
may also want to reach this authoritative Web page. Ob-
viously such a query is a navigational query. A large link 
entropy value indicates that many Web pages are linked 
with the anchor text and the anchor text is more likely to 
be about a topic but not a website. We denote this feature 
as LinkEntropy in the remaining parts of this paper. 

In the LinkEntropy feature, we use the number of 
the links that contain the anchor text. In fact, this may 
lead to some issues. A webmaster could generate a large 
number of pages within a website and link them to any 
page with the same anchor text.  This could spam the 
link distribution of this anchor text. Please see the exam-
ple given in Table 1. “起点” is the Chinese name of a 
famous online writing and reading website 
(www.cmfu.com). Unfortunately, there are many other 
Web pages which also have a large number of links with 
this anchor text in the Web. After checking the content of 
these pages, we find most of them are index pages for a 
PHP programming language manual (for example, please 
see http://www.netbei.com/online/phpmanual/index.html). 
The manual contains many Web pages and each page has 
a link to the index page with this anchor text (because it 
means “start point” in Chinese). If we calculate entropy 
based on link distribution for this anchor text, we will get 
a large value because there are many Web pages which 
have a large link percentage. Obviously this is problem-
atic.  

To solve this problem, we propose to use the num-
ber of the sites that point to the destination URL instead 

of the number of links. Compared with the number of 
links, the number of sites is more reliable and stable. A 
popular website usually has a large portion of sites link-
ing to it. And it is usually more difficult and costly to add 
spamming links in a large number of websites. Table 2 
shows that there are more than 95% sites linked to web-
site cmfu.com, while all other miscellaneous websites 
have low in-site numbers. Hence site-distribution for this 
query is more reasonable than link-distribution. We use 
#sites(q, p) to denote the number of the sites that link to 
the Web page p with anchor text q. For each Web page p 
in Lq, we define the percentage of sites for page p as: 

site
#Sites( , ) #Sites( , )( | )

#Sites( ) #Sites( , )
qi L

q p q pP p q
q q i

∈

= =
∑

 

Corresponding site entropy (SiteEntropy) of query q 
is defined as the following. 

site siteSiteEntropy( ) ( | ) log ( | )
qp L

q P p q P p q
∈

= −∑  

Table 1  Top 5 pages linked by anchor text “起点” 
sorted by the number of links 

Rank URL #Links
1 http://php.phpcms.cn/book/php_manual/index.html 3 336
2 http://www.cmfu.com/index.asp 2 143
3 http://www.cmfu.com/ 1 268
4 http://www.canglou.com/manual/php_m.../index.html  744
5 http://www.cnk8.com/book/php/index.html  580

Table 2  Top 5 pages linked by anchor text “起点”  
sorted by the number of sites 

Rank URL #Sites
1 http://www.cmfu.com/  709
2 http://www.cmfu.com/index.asp  28 

2  Dataset 

In this section, we first introduce the benchmark 
queries, then introduce the click-through data and anchor 
data that will be used in our experiments. 
2.1  Benchmark Queries 

We create a benchmark query set for user goal iden-
tification task. Our benchmark queries are composed of 
three different parts: ① 116 site names selected from a 
widely-used Chinese Web directory site hao123.com. 
Most of these site names are navigational queries. ② 68 
queries generated on the basis of the test set used in a 
Chinese search engine contest. The queries are manually 
selected keywords in the description of the topic distilla-
tion tasks (The original descriptions for queries can be 
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found at http://www.cwirf.org/2005WebTrack/05.td_ 
topics.71-145). Most of these queries are informational 
queries. ③ 100 queries selected from the top queries of 
2006 given by http://www.baidu.com/2006 /06top10.html. 

Altogether there are 284 queries. After matching 
with the click-through data and anchor data we use, we 
find there are 78 queries that lose either anchor data or 
click-through data. The identification for these queries 
will be the task of our future work. We use the remaining 
206 ones as our final benchmark queries. There queries 
are then judged by three annotators. All the three anno-
tators are university students majoring in computer sci-
ence and are familiar with search engines. A query type, 
either navigational or informational, is assigned to each 
query after annotators’ discussion. 
2.2  Click-through Data 

We use a large-scale query log provided by Sogou 
Labs. The data are downloaded from the Web page 
http://www.sogou.com/labs/dl/q.html. This dataset in-
cludes all queries and corresponding clicks in August 
2006. It contains 10 812 075 queries and 21 426 131 
clicks. There are totally 3 118 907 unique queries and   
8 621 580 documents. Query sessions are provided ac-
cording to cookie information and there are totally     
5 130 767 sessions. We extract all click-through data for 
the benchmark queries and then extract all click- 
through-related features based on these data. 
2.3  Anchor Data 

We extract anchor data from a Web archive which 
contains more than 100 million Chinese Web pages 
crawled in late 2006. We scan all Web pages to identify 
the anchors that have the same text as our benchmark 
queries. The Web pages that contain the anchors and 
those that the anchors link to are then extracted and 
merged. Link distribution and site distribution is then 
generated based on these data. 

3  Query Type Classification    
Experiments 

In this section, we use our proposed features to train 
user goal identification models and evaluate the effec-
tiveness of these features. We use a support vector ma-
chine (SVM) classifier[8] with RBF kernel to accomplish 
the classification task. We use a 5-fold cross validation in 
the experiments. More specifically, the original bench-
mark query set is randomly split into five parts. We use 
each four parts for training and use the left out one for 

testing. Experiments results of the five different enu-
merations are then averaged as the final results. 

We use four evaluation metrics including precision, 
recall, F1 and accuracy[9] to judge the effectiveness of the 
query type identification task. These metrics are calcu-
lated separately for two kinds of queries and the results 
are then averaged (i.e., we use macro-average). 
3.1  Features in Prior Work 

To evaluate the performance of our proposed fea-
tures, we compare them with the features proposed in 
previous work. We implement five prior features which 
are most effective to our best knowledge. Three of them 
are proposed by Lee et al[3]: median of click distribution 
(MedianClick), median of anchor-link distribution (Me-
dianLink), and average number of clicks per query ses-
sion (AvgClick). The other two are proposed by Liu et 
al[7]: n clicks satisfied (nCS) and top n results satisfied 
(nRS). We give some short descriptions for these features 
in the following. Please refer to the original papers if you 
are interested in the details of these features. 

• MedianClick: Median of click distribution. For a 
navigational query, the median of click distribution 
should highly skew toward rank one. While for an in-
formational query, the median of click distribution are 
relatively larger since users usually click multiple docu-
ments. 

• MedianLink: Median of anchor-link distribution. 
Similar to MedianClick, for a navigational query, the 
median of anchor-link distribution should highly skew 
toward rank one. Considering the problem of link 
spamming we discussed above, we also implement a 
corresponding site version of MedianLink. We name it 
MedianSite. 

• AvgClick: Average number of clicks per query. 
Intuitively, for a navigational query, the user is most 
likely to click on only one or a few results that corre-
spond to the Website the user has in mind. 

• nCS: The percentage of sessions of the query that 
involves less than n clicks. Navigational type queries 
have larger nCS values than informational/transactional 
ones. Following the authors’ choice, we set n=2 for this 
feature. 

• nRS: The percentage of sessions of the query that 
involves clicks only on top n results. Navigational type 
queries have larger nRS than informational/transactional 
ones. Following the authors’ choice, we let n=5 for this 
feature. 

Altogether we implement 10 features, including 4 
features we propose and 6 features derived from prior 
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work. 
3.2  Evaluation of Individual Features 

After generating all 10 features for our benchmark 
queries, we first experiment with each single feature to 
evaluate their effectiveness for user goal identification. 
Table 3 summarizes experimental results. We find the 
following conclusions from this table:  

Table 3  Query type identification experimental results 
when using each single feature 

Features Precision Recall F1 Accuracy

LinkEntropy 0.730 0 0.780 9 0.783 9 0.801 4

SiteEntropy 0.928 1 0.938 8 0.933 3 0.936 8

ClickEntropy 0.851 6 0.841 1 0.846 2 0.859 9

DomainClickEntropy 0.902 8 0.887 8 0.895 2 0.903 8

MedianLink 0.759 7 0.769 0 0.764 1 0.776 7

MedianSite 0.901 3 0.929 9 0.915 4 0.9125

MedianClick 0.873 3 0.885 8 0.879 5 0.884 7
AvgClick 0.636 9 0.521 2 0.566 6 0.641 1

nCS 0.569 6 0.525 7 0.537 2 0.645 9

nRS 0.8526 0.856 1 0.854 2 0.865 3

① Our entropy-based features SiteEntropy and 
ClickEntropy perform very well. Furthermore, feature 
SiteEntropy is the most accurate one among all features. 
It yields about 94% accuracy. 

② When using anchor data, entropy-based features 
(LinkEntropy and SiteEntropy) are more effective than 
median-based features (MedianLink and MedianSite). 
When using click-through data, median-based feature 
MedianClick is better than entropy-based feature Click-
Entropy. We think it is because that entropy is less stable 
than median when the noise we introduced above exists. 
After removing some noise, we find that the en-
tropy-based feature DomainClickEntropy is better than 
MedianClick. 

③ Features nCS and AvgClick perform less well. 
These features assume that users click many Web pages 
for an informational query. By observing the data, we 
find that when users issue an informational/transactional 
query, they may also just click one or a few results. For 
example, for the query “genetic algorithm”, more than 
85% users click less than 2 documents. Users certainly 
want to use this query to learn about genetic algorithm, 
but they may already get what they want just after they 
click one or two documents. For this reason, features 
nCS and AvgClick are less effective than expected.  

④ SiteEntropy and MedianSite perform signifi-
cantly better than LinkEntropy and MedianLink. This 

proves that the number of sites is more reliable than the 
number of links when using anchor data.   
3.3  Combination of Multiple Features 

We then split all 10 features into three groups. The 
first group includes the features proposed by Lee et 
al[3]and feature MedianSite. The second group contains 
feature nCS and nRS proposed by Liu et al[7]. Our en-
tropy-based features are categorized into the third group. 
We use each group to identify user goals and report ex-
perimental results in Table 4. This table shows that our 
entropy-based features are much better than the others. 
These features yield about 8% accuracy improvement 
over other groups. We also find features proposed by Lee 
et al[3] are better than those proposed by Liu et al[7] for 
our benchmark queries. Furthermore, we find the com-
bination of four entropy-based features also outperforms 
each single feature in this group.  

Table 4  Performance of multiple features 

Features Precision Recall F1 Accuracy
MedianLink+MedianSite+
MedianClick+AvgClick 

0.860 4 0.878 8 0.869 5 0.874 9

nCS+nRS 0.852 6 0.856 1 0.854 2 0.865 3
LinkEtropy+SiteEntropy+
ClickEtropy+ 
DomainClickEntropy 

0.947 5 0.954 1 0.950 7 0.952 0

We further group 10 features into anchor-based fea-
tures (G1) and click-through-based features (G2) by the 
data source of features. Click-through-based features are 
further divided into session-based features (G2.1) and 
distribution-based features (G2.2). Distribution-based 
features are extracted based on URL/domain click dis-
tribution for a query, while session-based features are 
extracted based on the statistics of query sessions. Table 
5 shows the experimental results by using each group of 
features. We find anchor-based features perform better 
than click-through-based features. It may be because that 
anchor text is more clean and accurate than user clicks. 
Furthermore, in click-through-based features, the distri- 

Table 5  Performance of different types of features 

Group Features  Precision Recall F1 Accuracy
G1 LinkEtropy+ 

SiteEntropy+ 
MdianLink+ 
MedianSite 

0.934 5 0.942 6 0.938 4 0.941 8

G2 G3+G4 0.910 4 0.899 7 0.904 7 0.913 6
G2.1 nCS+nRS+AvgClick 0.853 8 0.853 1 0.853 3 0.865 4

G2.2
MediaClick+ 
ClickEntropy+ 
DomainClickEntropy

 
0.890 7 

 
0.887 6 

 
0.889 1

 
0.898 9
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bution-based ones are better than click-based ones. As 
we described above, some informational queries may 
also have small click numbers which may reduce the 
accuracy of session-based features. 
3.4  Best Combination of Features 

We experiment with all 10 features and give the re-
sults in Table 6. We find using all 10 features could im-
prove classification accuracy but the improvement is not 
significant. It may be because that our entropy-based 
features have enough information coverage already. We 
use the forward search feature selection algorithm 
(SFFS)[10] to select a group of features which yield best 
performance. We find the combination of only two fea-
tures SiteEntropy and MedianClick performs better than 
using all 10 features. They yield 97% classification ac-
curacy. Interestingly, in term of data source, there is an 
anchor-based feature and a click-through-based one. In 
term of feature type, there is an entropy-based feature 
and a median-based one. Feature DomainClickEntropy, 
which performs better than MedianClick, is excluded 
from the features. These results tell us that the diversity 
of features is very important to get optimal classification 
accuracy. 

Table 6  Performance of all and best features 

Group Features Precision Recall F1 Accuracy
All All 10 features 0.954 0 0.951 9 0.952 9 0.957 0

Best 
SiteEntropy+ 
MedianClick 

0.972 6 0.975 6 0.974 1 0.976 1

4  Conclusion 

In this paper, we proposed four novel entropy-based 
features extracted from anchor data and click-through 
data for user goal identification task. We used an SVM 
classifier to classify queries based on these features. The 
comparison of experimental result showed that our pro-
posed entropy-based features were more effective than 
prior ones. They yielded about 8% accuracy improve-
ment. Furthermore, by combining multiple features we 
could correctly identify the goals for more than 97% 
benchmark queries. Besides these, we also got several 
important conclusions about user goal identification: 
First, anchor-based features are more effective than 

click-through-based features; Second, the number of 
sites is more reliable than the number of links; Third, 
click distribution-based features are more effective than 
query session-based ones. 

Since all the features we used in this paper are ex-
tracted based on anchor and click-through, they are not 
available for the tail queries which lack corresponding 
anchor and click information. We will continue to solve 
this problem in our future work. 
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