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ABSTRACT
Search result diversification aims to offer diverse documents that
cover as many intents as possible. Most existing implicit diversifica-
tion approaches model diversity through the similarity of document
representation, which is indirect and unnatural. To handle the diver-
sity more precisely, wemeasure the similarity of documents by their
similarity of the intent coverage. Specifically, we build a classifier
to judge whether two different documents contain the same intent
based on the document’s content. Then we construct an intent
graph to present the complicated relationship of documents and
the query. On the intent graph, documents are connected if they are
similar, while the query and the document are gradually connected
based on the document selection result. Then we employ graph
convolutional networks (GCNs) to update the representation of the
query and each document by aggregating its neighbors. By this
means, we can obtain the context-aware query representation and
the intent-aware document representations through the dynamic
intent graph during the document selection process. Furthermore,
we fuse these representations and intent graph features to diver-
sity features. Combined with the traditional relevance features, we
obtain the final ranking score that balances the relevance and the di-
versity. Experimental results show that this implicit diversification
model significantly outperforms all existing implicit diversification
methods, and it can even beat the state-of-the-art explicit models.

CCS CONCEPTS
• Information systems→ Information retrieval diversity.

KEYWORDS
Intent Graph, Search Result Diversification, Graph Neural Network

ACM Reference Format:
Zhan Su, Zhicheng Dou, Yutao Zhu, Xubo Qin, and Ji-Rong Wen. 2021.
Modeling Intent Graph for Search Result Diversification. In Proceedings of
the 44th International ACM SIGIR Conference on Research and Development
in Information Retrieval (SIGIR ’21), July 11–15, 2021, Virtual Event, Canada.
ACM,NewYork, NY, USA, 11 pages. https://doi.org/10.1145/3404835.3462872

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
SIGIR ’21, July 11–15, 2021, Virtual Event, Canada
© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8037-9/21/07. . . $15.00
https://doi.org/10.1145/3404835.3462872

1 INTRODUCTION
Search result diversification can efficiently alleviate the influence
brought by the ambiguous query. In addition to improving the hit
rate of different users’ information needs, diversification can also
meet the user’s intrinsic diversity need. For example, by issuing
a query “cook noodles”, a user may look for different recipes for
cooking noodles. To fulfill such kinds of needs, diversification ap-
proaches are expected to display documents with various subtopics
while considering the relevance of the documents.

Existing approaches to search result diversification can be roughly
categorized into explicit methods and implicit methods. Since the
diversity ranking task is NP-hard, most approaches adopt greedy
selection strategies as a compromise [31], i.e., iteratively selecting
the most diverse document from the candidate set at each step.
Explicit approaches explicitly leverage subtopics distribution as
the substitution of real intents to measure diversity of each docu-
ment [9, 30], while implicit approaches focus on the document’s
novelty based on the similarity between documents and do not rely
on subtopics [3]. As subtopic mining itself is a very challenging
task, the implicit result diversification methods have received much
attention in real search services [12, 32, 37, 38, 41, 46].

Althoughmany implicit methods [37, 38, 46] have been proposed
in recent years, most existing methods measure the document’s
novelty based on the dissimilarity between the candidate docu-
ments and the selected documents. For example, the typical implicit
approach NTN [38] automatically learns a novelty function based
on the preliminary representation (e.g., doc2vec or PLSA) of the
candidate document and the selected documents. There are two
main drawbacks of these methods: (1) With the only diversity rank-
ing loss, it is often difficult to tell if a wrong ranking stems from
a wrong combination of features or the incompetent document
novelty features, thus the document’s novelty cannot always be
learned to its best. Meanwhile, merely computing the document’s
novelty based on the preliminary representation is also inaccurate,
since the document’s content is an essential source for deriving the
document’s diversity information. (2) The novelty of a candidate
document is measured by its dissimilarity with the selected docu-
ments. The intent coverage of selected documents on the query and
the similarity among candidate documents are neglected. Under
this circumstance, it is difficult to select an optimal document from
the candidates to satisfy the user’s intent.

From our perspective: (1) Diversity ranking models try to offer
documents covering as many intents as possible. Therefore, the
real intents of the documents are essential parts when considering
the similarity of documents. For example, two documents can be
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treated as more similar if they share more subtopics. Indeed, the
real user intent is often hidden in the document content. So, our
first challenge is how to take both the documents’ content and their
intent coverage into account for computing their similarity. (2) The
information needs of the query may be partly satisfied according to
the subtopics contained in the selected documents. Hence, diversity
ranking models should capture the dynamic diversity needs of the
query timely. Besides, the novelty of all the candidate documents
is not independent. When a candidate document is selected, the
novelty of the remnant documents will be affected. Therefore, our
second challenge is how to consider the complicated and dynamic
relation of the query and documents during the document selection
process.

To tackle the challenges above, we propose to model the docu-
ment’s similarity through the similarity of the document’s intent
coverage directly rather than the similarity of document represen-
tations. However, due to the subtopic mining is a very challenging
task in explicit methods [9, 14, 16, 31], we dedicate to implicit meth-
ods in this paper. In fact, we can derive two document’s intent
similarity from the document’s content without exactly knowing
what the subtopics are. To fully leverage the abundant information
of the document’s content, we design a document relation classifier
to judge whether two documents cover the same intent based on
the content. Additionally, to further enhance the weak relation of
documents extracted from the classifier and model the similarity
of documents with a global view, we present the complicated rela-
tionship of documents and the query on the graph. Specifically, we
build an intent graph where two documents are connected if they
share the same intent. The selected document is also connected
to the query so as to distinguish it from remnant candidate docu-
ments. Moreover, the intent graph could be dynamically adjusted
according to the selected documents for a better representation of
the query’s information needs. With the help of the graph struc-
ture, we can derive the local diversity features when we focus on
the document nodes and their neighbors, while the global features
are also easy to obtain by aggregating features of the entire in-
tent graph. Motivated by the powerful aggregating capability of
the graph convolutional networks [18] (GCN), we adapt GCN to
this dynamic intent graph for learning the intent-aware document
representations and the context-aware query representation. Com-
bining the features extracted from the intent graph, we can model
the document’s diversity in a direct and precise way. To our best
knowledge, we are the first to leverage the Graph to represent
the relationship between the query and documents for search re-
sult diversification. Therefore, our method is named Graph4DIV.
The experimental results show that our approach outperforms the
state-of-the-art implicit method by 12.2% in terms of 𝛼-nDCG@20.

The main contributions of this paper are summarized as follows:
(1) We propose to model documents’ similarity directly through

their intent coverage. This brand new idea offers a better way for
capturing the essence of the document’s novelty and result diversity
without the explicit use of subtopics.

(2) We use a dynamic intent graph to model the complicated
query-document and document-document relationships simultane-
ously and timely. We leverage GCN to learn better representations
of the query and documents from the intent graph. As far as we

Table 1: Categorization of diversification approaches.

Unsupervised Supervised

Explicit IA-Select, HxQuAD,
PM2, TPM2, TxQuAD,
xQuAD, HPM2

DSSA, DESA, DVGAN

Implicit MMR SVM-DIV, R-LTR, PAMM, NTN,
Graph4DIV (our approach)

know, this is the first method of adapting GCN to search result
diversification.

(3) Our implicit diversification approach largely improves the
state-of-the-art performance of implicit methods and outperforms
all explicit diversity approaches, which makes a huge advance for
diversification approaches to be applied in real scenarios.

The rest of the paper is organized as follows. We review some
related work in Section 2. Then we introduce the Graph4DIV frame-
work in Section 3. Section 4 presents the experimental settings and
results. In Section 5, we analyse different settings and influences of
the experiment. Finally, we conclude the paper in Section 6.

2 RELATEDWORK
2.1 Search Result Diversification
Search result diversification can be categorized into explicit ap-
proaches and implicit approaches depending on whether they use
subtopics or not. From another perspective, diversification methods
include heuristic (unsupervised) methods and supervised methods
as shown in Table 1. In this section, we will briefly introduce the
major diversification approaches in terms of the features they use.

Implicit Diversification ApproachesMost implicit methods
obey the framework of MMR [3], which balances the relevance and
novelty of the document with a parameter 𝜆. The novelty is mainly
measured by dissimilarity between retrieved documents. It pro-
vides a balanced strategy for ranking the documents returned by
search engines, which becomes the foundation of many implicit
and explicit approaches [10, 31, 44]. Yue and Joachims [42] pro-
posed SVM-DIV that uses structural SVM to measure the diversity
of the documents. R-LTR [46] was a relational learning-to-rank ap-
proach based on the relation of documents. To solve the problem
that loss functions loosely related to the evaluation measures, Xia
et al. [37] proposed the PAMM approach to directly optimize diver-
sity evaluation measures. Then neural tensor network (NTN) [38]
was introduced to automatically learn the relation functions of the
documents. As an implicit approach, our model also follows the
framework of MMR. Different from the previous implicit methods,
we obtain the diversity features automatically learned from the
graph structure that contains the intent information.

Explicit Diversification Approaches Instead of the similar-
ity between documents, most explicit models leverage subtopic
coverage to measure documents’ diversity. The representative tradi-
tional explicit approaches are xQuAD [31] and PM2 [9]. Many further
studies are carried out based on them, such as HxQuAD, HPM2 [14],
TxQuAD, and TPM2 [10]. To avoid handcrafted functions and param-
eters, several supervised approaches have been proposed recently.
For example, DSSA [16] proposed a list-pairwise loss for training the
diversity ranking model. Besides, DSSA also introduced recurrent



neural networks (RNNs) and the attention mechanism to model the
subtopic coverage of the document sequence.

Ensemble Diversification Approaches Recently, researchers
also consider using explicit (subtopic) features and implicit features
together in the ranking process, which could be categorized into
explicit methods. For instance, DVGAN [20] combined ranking sig-
nals learned by the generator and the discriminator in order to
obtain a better ranking model. DESA [28] leveraged both document
novelty and subtopic coverage based on self-attention. Compared to
these models, our method also leverages the strength of supervised
learning but without depending on extra subtopics, and thus it is
an implicit method.

2.2 Graph in IR
The graph structure is a very common and natural way to present
the relationship of documents, queries, and intents in IR literature.
For example, PageRank [27] turns out to be a powerful and typical
algorithm to measure the importance of the web pages based on
the graph structure. Jiang et al. [15] learned the relevance of query
and documents through the Web-scale Click Graph that presents
user behavior, which demonstrates that the abundant information
contained in the graph helps to improve the search result and the
intent is also suitable to present on the graph.

Graph neural networks (GNNs) can efficiently leverage the struc-
tural information extracted from the graph. Owing to its aggrega-
tion and representation capability, it quickly becomes a powerful
tool in many fields, such as computer vision [11], social network
analysis [18, 34] and natural language processing [22, 26, 33, 43, 47].

Recently, graph-based learning methods make breakthroughs
in the IR literature. Researchers leverage graph structure to en-
hance the representation of documents and queries. For example,
Li et al. [19] learned text representation with graph structure that
contains click behavior information. Zhang et al. [45] used graph
embedding techniques to learn the representation of query and
items in the product search.

Graph convolutional networks (GCNs) [18] can collect the neigh-
bors’ information by generalizing traditional convolutional opera-
tion from nodes with a fixed degree to ones with a scalable degree.
The representations of the nodes on the graph will be enhanced
by their neighbors after the GCN. Since implicit search result di-
versification approaches model document’s novelty based on the
dissimilarity of documents, we believe GCN could be a suitable tool
to refine the document representation with its similar documents.

3 PROPOSED METHOD: GRAPH4DIV
Diversity ranking aims to offer diverse documents that cover as
many intents as possible, while most existing implicit methods mea-
sure diversity by the dissimilarity of the document representations
indirectly and roughly.

In this paper, we hope to directly model the diversity according
to the intent contained in the documents. However, it is still a
challenging task to mine the precise intent or subtopics from the
documents or other data sources. Instead of using explicit subtopics,
we propose to implicitly leverage the hidden query intents covered
by the top results of the query.We build a classifier to judge whether
two documents share the same intent and present the relation on

Table 2: Notations in Graph4DIV

Notation Definition

Q, 𝑞 the query set, the query in the set, 𝑞 ∈ Q
D documents set for the query 𝑞, |D | = 𝑛

S selected document sequence for the query 𝑞
C remaining documents for query 𝑞, C = D \ S
G𝐷,𝑆 the intent graph after S is selected from D
𝑁 the nodes set of the intent graph, |𝑁 | = 𝑛 + 1
𝐸 the edges set of the intent graph
𝑣𝑞 the node of the query 𝑞 in the intent graph
𝑣𝑖 the node of the document 𝑑𝑖 in the intent graph
R ranking sequence of the query 𝑞
R𝑖 the relevance feature of 𝑖-th document 𝑑𝑖
H𝑖 the diversity feature of 𝑖-th document 𝑑𝑖

the graph. With the graph structure, our approach can model the
complicated relation of multiple documents based on these hidden
intents simultaneously and extract both global and local features
via GCN.

3.1 Problem Formulation
The notations in this paper and their descriptions are shown in
Table 2. Supposing 𝑞 is the current query and D is a list of 𝑛 candi-
date documents for 𝑞, the task of search result diversification is to
generate a new ranked document list R based on the initial ad-hoc
ranking list D, where diverse documents are ranked higher in R
and redundant ones are ranked lower.

Different from the ad-hoc retrieval task, which aims at returning
relevant documents, search result diversification needs to consider
both (1) the relevance between the query and the document; and
(2) the similarity among the documents. As introduced in Section 1,
most existing diversification methods apply the greedy selection
strategy [37, 46], i.e., iteratively selecting the next document by
measuring its relevance with the current query and its novelty
compared with the documents that have already been selected in
the early iterations.

3.2 Overview of Graph4DIV
The overall structure of our proposed Graph4DIV is shown in Fig-
ure 1. Formally, at the time step 𝑡 , supposing S is the set of docu-
ments already been selected, Graph4DIV determines the next docu-
ment 𝑑∗ by measuring the ranking score 𝑓 (𝑑𝑖 ) of each remained
candidate document 𝑑𝑖 and selecting the document with the highest
ranking score. 𝑓 (𝑑𝑖 ) is comprised of relevance and novelty of the
document given the current query 𝑞, document set D, and selected
document sequence S:

𝑓 (𝑑𝑖 ,D,S) = 𝜆𝑓 rel (𝑑𝑖 ) + (1 − 𝜆) 𝑓 div (𝑑𝑖 ,D,S), (1)

where 𝑓 (𝑑𝑖 ,D,S) denotes document 𝑑𝑖 ’s ranking score that con-
sists of relevance score 𝑓 rel (𝑑𝑖 ) and diversity score 𝑓 div (𝑑𝑖 ,D,S)1.
𝜆 is the parameter to control the balance between relevance and
diversity. This is the common format of most search result diversifi-
cation models. As for the relevance part, Graph4DIV uses the same
relevance features R𝑖 as those used in previous work [16, 20, 46].

1To reduce the notation redundancy, we omit the query 𝑞 in all equations.
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Figure 1: Architecture of Graph4DIV. At step 𝑡 = 2, score
𝑓 (𝑑𝑖 ) of the 𝑖-th document 𝑑𝑖 is derived from relevance score
𝑓 rel (𝑑𝑖 ) and diversity score 𝑓 div (𝑑𝑖 ). Node 𝑣𝑖 ’s degree feature
𝐷𝑖 is obtained by Aggregation operation. The feature T𝑔 of
the entire graph is produced by the graph sum operation.

The relevance score 𝑓 rel (𝑑𝑖 ) is calculated from the relevance feature
R𝑖 with an MLP layer:

𝑓 rel (𝑑𝑖 ) = MLP(R𝑖 ). (2)
The details will be introduced in Section 3.4.2.

The computation of the diversity score 𝑓 div (𝑑𝑖 ,D,S) is the focus
of this paper. We propose building an intent graph G and extract
diversity features H based on the graph. The diversity score is then
computed as:

𝑓 div (𝑑𝑖 ,D,S) = MLP (H (𝑑𝑖 ,D,S)) , (3)
H(𝑑𝑖 ,D,S) = F (𝑑𝑖 ,D,S,G𝐷,𝑆 ), (4)

where G𝐷,𝑆 is the corresponding intent graph for query 𝑞 that is
updated after S is selected from D. Note that 𝑞 also belongs to the
nodes of this graph but the notation is omitted here for simplifica-
tion and space saving. The diversity features H𝑖 of the document 𝑑𝑖
is dynamically changing at each step 𝑡 in the document selection
process, and we also omit the notation 𝑡 for convenience. The func-
tion F describes how our model produces the representation of
document 𝑑𝑖 and related diversity features when given the intent
graph G𝐷,𝑆 , the selected documents set S, and document set D.

The key components of our Graph4DIV for computing H𝑖 are
briefly introduced as follows:

(1) Graph Building and Adjustment (Section 3.3). We build
an intent graph for each query 𝑞 based on the result of the docu-
ments relation classifier (introduced in Section 3.3.3). In the intent
graph, the query and its all candidate documents are represented as
nodes. The query node is only connected to the selected documents
in order to obtain a context-aware query representation. For the
remaining candidate documents, there will be an edge between two
candidate document nodes only when they share the same intent
of the query. The graph is dynamically adjusted according to the
selection of documents at each step. For example, as shown in Fig-
ure 2, at the time step 𝑡 = 2, given the previous selected document
𝑑2, we adjust the graph by dropping the edges between the selected
document node 𝑣2 and the remaining candidate document nodes

Algorithm 1 Diversity Ranking algorithm of Graph4DIV
1: Procedure Graph4DIV Diversity Ranking
2: Input: query 𝑞, document set D, and initial intent graph G𝐷,𝜙 .
3: Output: diversity ranking sequence R for query 𝑞.
4: S ← ∅
5: C ← D //initial state C = D \ S = D
6: 𝑡 ← 0
7: while C do
8: 𝑡 ← 𝑡 + 1
9: P𝑡 ← ∅ //P𝑡 is the score set of the candidates at 𝑡 step
10: for document 𝑑𝑖 ∈ C do
11: P𝑡 ← P𝑡∪ { 𝑓 (𝑑𝑖 ,D, S) } //append the score of 𝑑𝑖
12: end for
13: 𝑑∗ = getbest(P𝑡 )
14: G𝐷,𝑆 ← GraphAdjust(𝑞,𝑑∗, G𝐷,𝑆 )
15: S ← S ∪ {𝑑∗ }
16: C ← C \ {𝑑∗ }
17: end while
18: R ← S
19: return R
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Figure 2: Adjustment of intent graph based on the selection
result of candidate documents.

𝑣1, 𝑣3, · · · , 𝑣𝑛 , and connecting the selected document node 𝑣2 to the
query node 𝑣𝑞 with the wight of the relevance score (elaborated in
Section 3.3.2).

(2) Graph-based Diversity Features (Section 3.4). We then
compute the diversity features based on the current intent graph.
Specifically, considering the initial node representations X = [X𝑞 ,
X1, · · · , X𝑛] of all the nodes on the graph, they are updated after a
two-layer graph convolutional network. As a result, we can get the
new representations Z = [Z𝑞,Z1, · · · ,Z𝑛] for them. To compute
the diversity features H𝑖 , we consider the query’s representation
Z𝑞 , document 𝑑𝑖 ’s representation Z𝑖 , the degree 𝐷𝑖 of the node 𝑣𝑖 ,
and the representation T𝑔 of the entire intent graph. The diversity
features of 𝑑𝑖 are calculated as the assemble of these features H𝑖 =

[Z𝑞 ;Z𝑖 ;𝐷𝑖 ;T𝑔] (illustrated in Section 3.4.2).
The overall process of our proposed GraphDIV for search result

diversification is summarized as Algorithm 1.

3.3 Intent Graph
Measuring the similarity of two documents is the foundation of
the implicit diversity approaches. In the search result diversifica-
tion task, we treat the similarity of documents as the similarity of
subtopic covering. To model the relationship of multiple document
pairs simultaneously and extract more comprehensive diversity
features containing both local and global information, we present
all the documents 𝑑𝑖 ∈ D and the query 𝑞 on the graph, which is
called the intent graph.



Algorithm 2 Graph Adjustment algorithm used by Graph4DIV
1: Procedure GraphAdjust
2: Input: query 𝑞, selected document 𝑑𝑘 and the intent graph G𝐷,𝑆 for

query 𝑞 at step 𝑡 .
3: Output: Adjusted intent graph G𝐷,𝑆 .
4: N𝑘 ← getNeighbors(G𝐷,𝑆 , 𝑑𝑘 )
5: for document 𝑑𝑖 ∈ N𝑘 do
6: G𝐷,𝑆 ← removeLink(G𝐷,𝑆 , 𝑑𝑖 , 𝑑𝑘 )
7: end for
8: G𝐷,𝑆 ← addLinktoQuery(G𝐷,𝑆 , 𝑞,𝑑𝑘 )
9: return G𝐷,𝑆

The intent graph is an essential part of our approach to model
the document-document and query-document relationship for di-
versification. We build one intent graph G = (𝑁, 𝐸) for each query
𝑞, 𝑞 ∈ Q, where 𝑁 denotes the nodes, and 𝐸 denotes the edges. G
is an undirected graph and its nodes 𝑁 are comprised of the cur-
rent query 𝑞 and all documents contained in D. The edges will be
dynamically adjusted after a new document is selected and added
to S.

The building and adjustment procedure of the intent graph are
shown in Figure 2. We build a document relation classifier to judge
the subtopic covering relationship of documents. Such a relation is
represented as edges between document nodes. Based on the result
of the classifier, the graph builder will build the initial intent graph
with query node and document nodes. Then the graph adjustment
algorithm will refine the intent graph according to the document
selection result at each step. Next, we will introduce the critical
parts of our workflow in detail.

3.3.1 Graph Builder. First of all, we create an intent graph G0
with the current query 𝑞 and all documents contained in D as the
nodes, and an empty edge set, i.e., 𝑁 (G0) = {𝑣𝑞, 𝑣1, · · · , 𝑣𝑛} and
𝐸 (G0) = 𝜙 . Then, we build a document-document relation classifier
to predict the relationship between two documents. As the target of
search result diversification is to improve result diversity, and the
common way to measure diversity is based on intent [1, 4, 7, 44].
Inspired by this, we train a classifier to explicitly judge whether
two documents belong to the same intent and we consider this is a
simple but effective way to predict the connection between docu-
ments. More details will be elaborated in Section 3.3.3. After getting
the prediction result of all the pairs of candidate documents, the
graph builder will connect the document nodes that are predicted
to belong to the same intent and get the initial graph GD,S and
currently we have S = 𝜙 . In our approach, we treat edge weight
between documents as a binary value.

3.3.2 Graph Adjustment after Document Selection. Given the cur-
rent intent graph G𝐷,S , we will employ the document scoring
algorithm (introduced in Section 3.4) to assess each document in
the remaining documents C = D \S. Consistent with the diversifi-
cation algorithm, we divide the document nodes in 𝑁 into two sets:
the selected documents S and the remnant documents C.

Assuming that the best document 𝑑∗ with the highest score
is selected and appended to S, we use Algorithm 2 to adjust the
intent graph. Considering that some parts of the user’s information
needs might be met when the document 𝑑∗ is selected, we hope the
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Figure 3: Documents Relation Classifier based on BERT.

model to focus more on the intents that have not been covered by
the selected documents set S yet. Motivated by this, we propose
leveraging S to update the context-aware query representation. We
connect the query node with the nodes within S. With these edges,
the representation of the current information need in the query
can be updated based on the selected documents via a graph neural
network (e.g., GCN). Furthermore, we mainly exploit the remnant
documents to obtain the dependent representation of remaining
documents, hence we drop all the edges between documents in S
and those in C. More specifically, after 𝑑∗ is selected, we add an
edge to connect 𝑑∗ and 𝑞 with the relevant score as edge weight
in order to help update the context-aware query representation.
The relevant score is the normalized form of the initial ranking
score without considering diversity. We then remove all the edges
connecting 𝑑∗ and other documents in C.

3.3.3 Documents Relation Classifier. To convert the complicated
and invisible relationship of the query and documents to the edges
on the intent graph, we design a classifier to explicitly judgewhether
two documents cover the same subtopic according to the docu-
ment’s content. Instead of getting the document’s relationship from
the document’s representation, we hope our model can integrate
the relation of documents and the query into their representations.
Such relation information of the documents comes from the predic-
tion results of the documents relation classifier.

The main structure of the classifier is shown in Figure 3. Given
a query 𝑞 and its document set D, we sample all the document
pairs from D and send them to the relation classifier. Supposing
that a pair of documents (𝑑𝑖 , 𝑑 𝑗 ) is given, the documents relation
classifier is expected to judge whether 𝑑𝑖 and 𝑑 𝑗 share the same
subtopic. To mine the subtopic information from the documents,
we leverage BERT [29] to extract the representation of documents
𝑑𝑖 and 𝑑 𝑗 . Here we employ BERT because it is pre-trained on the
large corpus and has achieved great performance on several nat-
ural language processing tasks [6, 13, 17, 21, 24]. Other advanced
text matching models can also be a potential choice for building
such a classifier. For the convenience of processing, the two doc-
uments are tokenized into a fixed length, say 𝑀 . Therefore, we
can get the token sequences x𝑖 = [[CLS],𝑤1,𝑤2, · · · ,𝑤𝑀 ] and
x𝑗 = [[CLS], 𝑡1, 𝑡2, · · · , 𝑡𝑀 ] standing for documents 𝑑𝑖 and 𝑑 𝑗 , re-
spectively, where “[CLS]” is a special token. Thereafter, we obtain
the representation x𝑖 and x𝑗 based on the representations of the
“[CLS]” tokens computed by BERT. Considering that the difference
of two document’s representations may contain the useful infor-
mation for the classifier, we use the feature x𝑖 𝑗 = [x𝑖 ; x𝑗 ; |x𝑖 − x𝑗 |]
as the joint representation of document 𝑑𝑖 and 𝑑 𝑗 . Furthermore, we
can derive 𝑐𝑖 𝑗 = MLP(x𝑖 𝑗 ), which is the judge of 𝑑𝑖 and 𝑑 𝑗 given by
the documents relation classifier. 𝑐𝑖 𝑗 = 1 denotes that the document



𝑑𝑖 and 𝑑 𝑗 might cover the same intent, while 𝑐𝑖 𝑗 = 0 implies that
the document 𝑑𝑖 and 𝑑 𝑗 are less likely to share the joint intent.

Assuming that the number of all documents is 𝑛 = |D|, the
total number of intent graph’s nodes is 𝑛 + 1 since we present the
query and all documents on the graph. Based on the result of the
document relation classifier, we can derive the adjacent matrix A
for the initial intent graph G𝐷,𝜙 , where A ∈ R(𝑛+1)×(𝑛+1) . The
adjacent matrix A is defined as:

A[𝑖, 𝑗] =
{
0, if 𝑖 = 1 or 𝑗 = 1;
𝑐 (𝑖−1) ( 𝑗−1) , else.

(5)

Here A[𝑖, 𝑗] is the 𝑖-th row and 𝑗-th column element of A, which
stands for the relation of document 𝑑𝑖−1 and 𝑑 𝑗−1 (𝑖 ≥ 1 and 𝑗 ≥ 1).

According to the Algorithm 2, the adjacent matrixA dynamically
changes in the document selection process. Given the selected
document 𝑑𝑘 at step 𝑡 , we set A[𝑖, 𝑘] = A[𝑘, 𝑖] = 0 for 𝑖 ∈ [2, 𝑛 + 1]
to drop all the edges between 𝑑𝑘 and other documents. Then we set
A[1, 𝑘] = A[𝑘, 1] = 𝑟𝑘 to connect the query node and the document
node 𝑣𝑘 , where 𝑟𝑘 is the relevance score of initial ranking without
considering diversity.

It is worth noting that our classifier is only trained to predict
whether two documents belong to the same intent. We do not
predict whether a single document contains a specific intent, which
is still a challenging task. This is also why our method is considered
as an implicit method.

3.4 Diversified Scoring based on Graph
As introduced in Section 3.1, in order to make a better document
selection, we take both the relevance feature of the document and
the diversity feature extracted from the intent graph into consider-
ation. As we want to take the global document’s relationship into
account and represent the dynamic information need of the query,
we propose leveraging the dynamic intent graph in the duration of
document selection.

3.4.1 Representation Learning via GCN. Given the initial represen-
tation X = [X𝑞,X1, · · · ,X𝑛] of the query and document nodes, X𝑞

is the distributed representation of query 𝑞, while X𝑖 is the initial
representation of the document 𝑑𝑖 . Then we can update the rep-
resentation using the information presented on the intent graph
and get the new feature vectors [Z𝑞,Z1, · · · ,Z𝑛] of each node with
local and global information. Instead of using document represen-
tations to calculate similarity, we hope to use similarity to generate
document representations. Specifically, we leverage graph convolu-
tional network (GCN) to aggregate neighbor’s intent information to
produce new document representation. With the help of GCN, the
representations of documents will be enhanced by their neighbors
with similar intents. The diversity features extracted by the GCN
will be used to produce the diversity score of the documents.

In the first stage, documents nodes on the graph aggregate all
the neighbors’ feature vectors within a predefined scope 𝐾 . Then
the document nodes update their representation by the information
collected from their neighbors. The procedure is conducted layer
by layer. In this work, the scope 𝐾 is determined by the layer num
𝐿 of the GCN, namely, 𝐾 = 𝐿. According to our experiment, we
set 𝐿 = 2. Concretely, supposing A is the corresponding adjacent
matrix for the current intent graph G𝐷,𝑆 , Z(0) = X is the initial

Table 3: Relevance features used by previous methods

Name Description # Features

TF-IDF TF-IDF model 5
BM25 BM25 with default parameters 5
LMIR LMIR with Dirichlet smoothing 5

PageRank PageRank score 1
#Inlinks Number of inlinks 1
#Outlinks Number of outlinks 1

representation of the nodes on the graph, we use GCN to calculate
the features of the current nodes as follows:

Z(𝑙+1) = 𝜎 (D̃−
1
2 ÃD̃−

1
2 Z(𝑙)W(𝑙) ), (6)

Ã = A + I𝑁 , (7)
where 𝑙 ∈ [0, 𝐿) is the identify of each layer in the GCN; A ∈
R(𝑛+1)×(𝑛+1) is the current adjacency matrix of the undirected in-
tent graph and D̃[𝑖, 𝑖] = ∑

𝑗 Ã[𝑖, 𝑗]; 𝑛 is the number of all candidate
documents of query 𝑞; I𝑁 is the identity matrix; Z(𝑙) ∈ R(𝑛+1)×𝐷
is the matrix of node features where 𝐷 is the dimension size of the
node features;W(𝑙) is a layer-specific trainable weight matrix for
𝑙-th layer; and 𝜎 (·) is an activation function, e.g., ReLU(·) = max
(0, ·) or tanh(·).

3.4.2 Relevance and Diversity Features. As shown in Equation (1),
we score each candidate document 𝑑𝑖 based on relevance and diver-
sity. Following previous work [16, 20, 28, 46], the relevance score
𝑓 rel (𝑑𝑖 ) is produced (illustrated in Equation (2)) by the traditional
relevance features R𝑖 , including BM25, TF-IDF, PageRank, etc. The
whole list of features is shown in Table 3 and is consistent with
that in [16, 20, 28].

The diversity score 𝑓 div (𝑑𝑖 ,D,S) is calculated (illustrated in
Equation (3)) based on the diversity features H(𝑑𝑖 ,D,S) extracted
from the current intent graph G𝐷,𝑆 :

H𝑖 = [Z𝑞 ;Z𝑖 ;𝐷𝑖 ;T𝑔], (8)
where H𝑖 consists of the current query embedding Z𝑞 , document
embedding Z𝑖 , degree feature 𝐷𝑖 , and the whole graph representa-
tion T𝑔 . [; ] means the concatenation operation. We have:

Z𝑞 = Z(𝐿) [1], Z𝑖 = Z(𝐿) [𝑖 + 1], (9)
Z𝑞 : The representation of query 𝑞. To make a fair comparison

with the previous work [16, 20, 28, 38, 46], we use doc2vec embed-
ding as the initial query and the documents representation. Based
on the intent graph, the representation of the query contains the
information of selected documents, which can dynamically change
when the graph is adjusted. With the dynamic representation of
query 𝑞, our model can model the information needs of the query
precisely and timely.

Z𝑖 : The representation Z𝑖 of document 𝑑𝑖 , which contains the lo-
cal information by aggregating the neighbor’s features of document
node 𝑣𝑖 . We have Z𝑖 = Z(𝐿) [𝑖 + 1] from the GCN.
𝐷𝑖 : The degree of document 𝑑𝑖 on the intent graph. For the

diverse documents may share more edges with other documents,
the degree of the node 𝑣𝑖 in the intent graph is an essential measure
to evaluate the diversity of document𝑑𝑖 . We have𝐷𝑖 =

∑𝑛+1
𝑗=2 A[𝑖, 𝑗].

Since we only use the diversity features of the remaining candidate



documents, we omit the edges connecting the query node and
selected document nodes when generating 𝐷𝑖 .

T𝑔 : The representation of the whole graph obtained by summing
the representations of all documents. We have T𝑔 =

∑𝑛+1
𝑖=1 Z(𝐿) [𝑖].

Derived from all the nodes vectors, the feature T𝑔 is the global
feature of the entire intent graph. Combined with local and global
features, our approach can consider the comprehensive information
in the diversification task.

3.5 Training and Optimization
The training for our model can be divided into two phases, the train-
ing for document relation classifier and the training for diversity
ranking. They will be introduced as follows.

(1) Classifier Training. We use the diversity judgements to
generate the training data for document relation classifier. For
example, if 𝑑1 and 𝑑2 cover one intent, and 𝑑2 and 𝑑3 cover another
intent, we can obtain (𝑑1, 𝑑2, 1) and (𝑑2, 𝑑3, 1) as positive samples,
while (𝑑1, 𝑑3, 0) as a negative sample. With the generated data, we
use a binary cross-entropy to train the classifier. In our experiment,
the positive samples are much less than the negative samples (about
1:8). To accelerate the training process and avoid bias, we randomly
discard negative samples to keep the ratio as 1:1.

(2) Diversity Ranking. Given a query set Q, the diversity rank-
ing R𝑞 is produced based on Algorithm 1 (Graph4DIV):

R𝑞 = Graph4DIV(𝑞,D𝑞,G𝐷,𝜙 ), (10)

𝑓 = argmin
∑︁
𝑞∈Q

∑︁
𝑜∈O
L(R𝑞, 𝑌𝑜 ), (11)

where 𝑞 ∈ Q, 𝑌𝑜 is a ground-truth ranking of training sample of
query 𝑞, and L is the loss function of the model.

We follow the previous studies [16, 28] and utilize the list-pairwise
loss function for optimization. The generation of ground-truth rank-
ing 𝑌𝑜 follows the procedure of list-pairwise training [16]. This loss
function is computed based on the same sampling strategy proposed
by Jiang et al. [16]. The sample pair (𝑟1, 𝑟2) could be presented as
(𝐶𝑡−1, 𝑑1, 𝑑2), where C𝑡−1 is the same previous document sequence
shared by 𝑟1 and 𝑟2. Ranking 𝑟1 and 𝑟2 are different only at 𝑡-th
position. The list-pairwise loss can be defined as:

L =
∑︁
𝑞∈Q

|O𝑞 |∑︁
𝑜=1

𝑤𝑜
(
𝑦𝑜 log(𝑃 (𝑟𝑜1,2) + (1 − 𝑦

𝑜 ) log
(
1 − 𝑃 (𝑟𝑜1,2)

))
,

where O𝑞 is the pair samples set of query𝑞. 𝑃 (𝑟𝑜1,2) is the probability
of pair (𝑟1, 𝑟2) to be positive, and𝑤𝑜 is the weight of pair sample
(𝑟1, 𝑟2) based on the metric function𝑀 as:

𝑃 (𝑟𝑜1,2) =
1

1 + exp(𝑠𝑜𝑟2 − 𝑠𝑜𝑟1 )
, (12)

𝑤𝑜 = |𝑀 (𝑟𝑜1 ) −𝑀 (𝑟
𝑜
2 ) |, (13)

where𝑀 is the metric function that evaluates the quality of model’s
diversity ranking.𝑀 (𝑟1) > 𝑀 (𝑟2) shows that (𝑟1, 𝑟2) is a positive
pair, while𝑀 (𝑟1) < 𝑀 (𝑟2) implies (𝑟1, 𝑟2) to be negative.

4 EXPERIMENTS
4.1 Data Collections
We use the Web Track dataset [2] from 2009 to 2012, which is
the same as previous work [16, 20, 28]. There are 200 queries in
the dataset in total. However, since query #95 and #100 have no
diversity judgements, only 198 queries are used in our experiment.
There are 3 to 8 subtopics for each query. In the experiment, the
subtopic features are only used to train explicit baseline methods
and they are not used in our model.

4.2 Evaluation Metrics
We use various metrics that are used by lots of previous research,
including 𝛼-nDCG [7], ERR-IA [4], and NRBP [8], which are official
diversity evaluation metrics used in Web Track. They measure the
diversity by explicitly rewarding novelty and penalizing redun-
dancy. Besides, we also use the diversity measure Subtopic Recall
(denoted as S-rec, a.k.a. I-rec) [44]. Consistent with previous diver-
sification models [16, 28, 37, 38, 46] and TRECWeb Track, we adopt
the top 50 results of Lemur2 for diversity re-ranking, and all eval-
uation metrics are computed on the top 20 results of a document
ranking list. Two-tailed paired t-test is used to conduct significance
testing with 𝑝-value < 0.05.

4.3 Baseline Models
We compare our Graph4DIV with various methods including:

(1) Non-diversified methods. Lemur: We use the same adhoc
results as [14, 16] for fair comparison. Results of Lemur are produced
by Indri engine using language model. ListMLE [36] is a learning-
to-ranking method without considering diversity.

(2) Explicit methods. xQuAD [31], PM2 [9], TxQuAD, TPM2 [10],
HxQuAD, and HPM2 [14] are some representative unsupervised ex-
plicit baseline methods. Similar to our method, all these methods
balance the importance of relevance and diversity by a parameter
𝜆. Based on the hierarchical structure, HxQuAD and HPM2 adopt an
additional parameter 𝛼 to control the weight of subtopic layers.
DSSA [16] is a supervised explicit diversification method, which
models the diversity of the documents with subtopic attention at
each step in the document selection process using RNNs. Explicit
methods are shown to be more effective than the implicit meth-
ods in existing studies [9, 14, 16, 20, 28]. Note that our proposed
Graph4DIV does not use subtopics and it is an implicit method.

(3) Implicit methods. R-LTR [46], PAMM [37], and NTN [38] are
the representative supervised implicit methods. For PAMM, we use
𝛼-nDCG@20 as the optimization metrics and tune the number of
positive rankings 𝑙+ and negative rankings 𝑙− per query. The neural
tensor network (NTN) is used on both R-LTR and PAMM, denoted as
R-LTR-NTN and PAMM-NTN, respectively.

(4) Ensemble methods. DESA [28] and DVGAN [20] are two en-
semble methods that use both explicit (subtopic) features and im-
plicit features. DESA leverages self-attention based encoder-decoder
structure tomodel the interactions between documents and subtopics.
With the framework of the generative adversarial network, DVGAN
is able to generate training data that combine both explicit and
implicit features.

2Lemur service: http://boston.lti.cs.cmu.edu/Services/clueweb09 batch/



Table 4: Performance comparison of all methods. The base-
lines include: (1) non-diversed methods; (2) explicit meth-
ods; (3) implicit methods; and (4) ensemble methods. The
best result is in bold. † indicates significant improvements
obtained by GraphDIV in t-test with 𝑝-value< 0.05.

ERR-IA 𝛼-nDCG NRBP S-rec

(1) Lemur .271† .369† .232† .621†
(1) ListMLE .287† .387† .249† .619†

(2) xQuAD .317† .413† .284† .622†
(2) TxQuAD .308† .410† .272† .634
(2) HxQuAD .326† .421† .294† .629
(2) PM2 .306† .411† .267† .643
(2) TPM2 .291† .399† .250† .639
(2) HPM2 .317† .420† .279† .645
(2) DSSA .356 .456 .326 .649

(3) R-LTR .303† .403† .267† .631
(3) PAMM .309† .411† .271† .643
(3) R-LTR-NTN .312† .415† .275† .644
(3) PAMM-NTN .311† .417† .272† .648
(3) Graph4DIV (Ours) .370 .468 .338 .666

(4) DESA .363 .464 .332 .653
(4) DVGAN .367 .465 .334 -

4.4 Implementation Details
For building the relation classifier in our model, we use the pre-
trained BERT provided by HuggingFace [35] and fine tune it for
our relation classification. The maximum token sequence length
𝑀 is 512 in BERT. The batch size is 16. We use AdamW [23] as the
optimizer with the learning rate of 3e-5. The number of epochs is
set as 3. As we use 5-fold cross-validation for training and testing
our Graph4DIV, we also train 5 classifiers correspondingly. For
training Graph4DIVmodel, we adopt doc2vec embeddings with the
dimension of 100 as the initial document representations on the
intent graph, which is the same as previous work [16, 28, 46]. The
number of GCN layers is tuned in {1,2,3}, and the learning rate is
tuned from 1e-10 to 1e-2 and set as 8e-4. For balancing the weights
of relevance score and diversity score in Equation (1), we tune the
𝜆 in {0.1, 0.2, · · · , 0.9} and finally set 𝜆 = 0.5. All hyper-parameters
are selected by 5-fold cross-validation based on the result of 𝛼-
nDCG@20. Our code is is available at https://github.com/su-zhan/
Graph4DIV.git.

4.5 Experimental Results
The overall results are shown in Table 4. We find that GraphDIV
outperforms all explicit, implicit, and ensemble methods. This result
clearly demonstrates the superiority of our method.

(1) Graph4DIV significantly outperforms all implicit methods
(R-LTR, PAMM, R-LTR-NTN, and PAMM-NTN) in terms of ERR-IA, 𝛼-
nDCG, and NRBP (t-test with 𝑝-value < 0.05). This result proves
the effectiveness of our proposed Graph4DIV on search result diver-
sification. Specifically, R-LTR-NTN and PAMM-NTN are two state-of-
the-art implicit supervised methods. They calculate the document’s
novelty by using a neural tensor network based on the document
representations. Compared with these two methods, Graph4DIV

improves the absolute value of 𝛼-nDCG by more than 5%. This indi-
cates that our proposed intent graph can better represent the compli-
cated relationship among several documents than only considering
the pairwise similarity between the single candidate document and
each of the selected documents. Besides, our GraphDIV does not
rely on many artificial features used in R-LTR, which improves its
applicability in real scenarios.

(2) Graph4DIV also outperforms explicit methods by a large mar-
gin, including DSSA, which is the state-of-the-art explicit method.
Indeed, either the methods based on xQuAD or those based on PM2
are unsupervised approaches. The better performance obtained by
DSSA and Graph4DIV proves the great advantage of using the su-
pervised method for learning the ranking function in search result
diversification. Furthermore, compared with DSSA which explic-
itly models subtopic coverage, our Graph4DIV only measures the
novelty of each document implicitly based on our proposed intent
graph through a GCN. Surprisingly, Graph4DIV can still achieve bet-
ter performance than DSSA regarding all metrics. This demonstrates
that the intent graph can well reflect the relation between docu-
ments by considering their underlying intents, which is extremely
helpful for diversifying the search results.

(3) Interestingly, we also find Graph4DIV can perform slightly
better than ensemble methods, i.e., DESA and DVGAN. DESA leverages
the self-attention mechanism to measure the similarity between
documents and enhances the document representations. The sim-
ilarity computed by the self-attention mechanism is only tuned
by the final diversification loss. On the contrary, the similarity of
documents used in Graph4DIV is computed by a fine-tuned BERT
with supervision signals of shared intents. With such separated
and clear supervision, the similarity between documents can be
better captured. On the other hand, we employ a GCN to integrate
the similarity information into document representations. Only
the documents within a predefined scale can be aggregated, thus
avoiding the noise in irrelevant documents. As future work, we plan
to equip our Graph4DIV with explicit subtopic features and make
it as an ensemble model, which may bring further improvements.

5 DISCUSSIONS
To better analyze our model, we further investigate two research
questions: (1) How is the performance of the relation classifier and
what is the influence on the final results? (2) What is the effect of
each component in Graph4DIV and how is the performance of it
with other settings?

5.1 Performance and Influence of Classifier
In our model, the intent graph is built based on the predicted re-
lations of documents. Therefore, the performance of this classifier
may influence the final diversification results. Since the whole ex-
periment is conducted with the 5-fold cross-validation, we build five
document relation classifiers for the corresponding folds, respec-
tively. The average Accuracy of five fold-classifiers is 0.792 and the
average F1 is 0.884. Due to the difficulty of judging two documents
whether belong to the same subtopic using only the content, we
believe it is a good performance for the classifier and it is also a
meaningful exploration for a better utility of document’s relation
in diversification task. Compared with the excellent performance

https://github.com/su-zhan/Graph4DIV.git
https://github.com/su-zhan/Graph4DIV.git


Table 5: Comparison between Graph4DIV and Ground-truth.

ERR-IA 𝛼-nDCG NRBP S-rec

Graph4DIV .370 .468 .338 .666
Ground-truth Intent Graph .477 .563 .461 .673
Ground-truth Ranking .574 .657 .568 .706

Table 6: Performance of Graph4DIV with different settings.

ERR-IA 𝛼-nDCG NRBP S-rec

Graph4DIV .370 .468 .338 .666

w/o Query Rep. .355 .455 .322 .653
w/o Graph Features .347 .446 .315 .650
w/o Doc. Degree .352 .452 .319 .657
w/o Graph Adjustment .361 .461 .328 .666

w/ GIN .361 .458 .330 .655
1-layer-GCN .353 .453 .318 .653
3-layer-GCN .355 .458 .320 .666

of Graph4DIV, it implies the robustness and generalization of our
approach.

To further investigate the upper bound of using the intent graph
in the search result diversification task, we use the ground-truth
label for building the graph, where the edge between two documents
certainly indicates they belong to the same subtopic. The result
is shown in Table 5, which is denoted as Ground-truth Intent
Graph. According to the results, we can observe that there is still
a large gap between Graph4DIV and that using the ground-truth
intent graph. This demonstrates the potential of using the intent
graph for diversification. As the average accuracy of our document
relation classifier is around 0.8, we speculate that building a better
classifier may bring further improvements for Graph4DIV. As a
reference, we also provide the result of the Ground-truth Ranking.
It is clear to see that only leveraging the intent graph is not enough
for the diversification task. The potential reasons include: (1) The
intent graph only reflects whether two documents belong to the
same intent, but does not contain the information of the specific
subtopics that the document belongs to. Missing such information,
it is still hard to select the optimal document at each step. (2) The
GCN can aggregate documents that may share the same user intents
and update their representations. However, it is difficult for GCN to
infer the subtopic coverage since the novelty of each document can
only be measured implicitly by its similarity with other documents.

5.2 Effects of Different Settings
We also investigate the influence of different settings on the perfor-
mance of Graph4DIV. The results are shown in Table 6.

(1)Ablation of diversity features. Since the diversity features
contain various features extracted from the intent graph, we explore
the effectiveness of them by removing them one by one from the full
model. The document representations are basic features, we only
remove the other three ones, namely, the query representation Z𝑞
(w/o Query Rep.), the graph features T𝑔 (w/o Graph Features),
and the document degrees 𝐷𝑖 (w/o Doc. Degree). In general, re-
moving any one of them leads to performance degradation. This
demonstrates all three kinds of features are effective in our method.

Specifically, the performance drops most when removing the graph
features. The potential reason is that the graph features can provide
a global view of all remnant documents, which helps to determine
the next document.

(2) Graph Adjustment. To validate the effect of our proposed
graph adjustment strategy, we replace it by only using the initial
intent graph for training. This variant is denoted as w/o Graph
Adjustment. In this model, the document diversity ranking is di-
rectly obtained based on the score derived from the initial graph.
It is clear to see that the performance degrades when the graph is
static. In our graph adjustment algorithm, the selected document is
connected with the query to update its representation. The updated
query representation can reflect how many subtopics have already
been covered. On the other hand, we break the edge between the
selected document and the remaining ones, so that the candidate
document cannot affect the representation of the query, which
further reduce the noise.

(3) Different GNNs. As there are several graph neural net-
works, we also try other ones, such as Graph Isomorphism Network
(GIN) [39], in Graph4DIV. All hyper-parameters are kept the same
without careful tuning. We can observe the results with GINs (w/
GIN) are worse compared to the model with GCNs but still compet-
itive. This shows that other GNN models could also be used on our
intent graphs and demonstrates the scalability of our method.

(4) Different number of layers in GNN. The number of lay-
ers in GCNs is also important in our method. It determines how
many neighbors are considered when updating the representa-
tion of a specific document. Based on the result, we can observe
that it is not enough to aggregate documents within only one hop
(1-layer-GCN). On the contrary, introducing more layers also hurts
the performance. This may stem from the over-smoothing problem,
which is often observed in multi-layer GCNs [5, 25, 40]. According
to the experimental results, it is suitable for Graph4DIV to use the
2-layer-GCN structure.

6 CONCLUSIONS
In this paper, we propose an implicit supervised approach that mod-
els the relationship of multiple document pairs simultaneously with
graph structure for search result diversification. We further use the
graph convolutional network to extract the diversity features that
contain both local and global information. To capture the dynamic
information needs of the query, we design a graph adjust algorithm
for the intent graph to timely present the situation during the docu-
ment selection process. The experimental results also confirm that
our dynamic intent graph is beneficial and meaningful to generate
diversity features for the documents in the diversification task.

In the future, we plan to improve the accuracy of the classifier
by combining more information and apply the intent graph to the
explicit search result diversification methods.
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