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ABSTRACT
Search result diversification focuses on reducing redundancy and
improving subtopic richness in the results for a given query. Most
existing approaches measure document diversity mainly based
on text or pre-trained representations. However, some underly-
ing relationships between the query and documents are difficult
for the model to capture only from the content. Given that the
knowledge base can offer well-defined entities and explicit relation-
ships between entities, we exploit knowledge to model the relation-
ship between documents and the query and propose a knowledge-
enhanced search result diversification approach KEDIV. Concretely,
we build a query-specific relation graph to model the complicated
query-document relationship from an entity view. Then a graph
neural network and node weight adjust algorithm are applied to
the relation graph to obtain context-aware entity representations
and document representations at each selection step. The diversity
features are derived from the updated node representations of the
relation graph. In this way, we can take advantage of entities’ abun-
dant information to model document’s diversity in search result
diversification. Experimental results on commonly used datasets
show that our proposed approach can outperform the state-of-the-
art methods.
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1 INTRODUCTION
Search result diversification aims to improve the quality of the
search results by adjusting the ranking of documents that cover
different subtopics. Different from Ad-hoc retrieval, search result
diversification approaches are expected to offer relevant but dis-
tinct documents to the given query. Therefore, how to mine the
exact query intents and remove redundant documents is an es-
sential part of the search result diversification task. Existing ap-
proaches could be roughly categorized into explicit and implicit
approaches. Explicit methods model a document’s diversity based
on its subtopic coverage [9, 17, 19, 25, 27], while implicit methods
measure a document’s novelty via modeling its dissimilarity with
selected documents and candidate documents [4, 35, 50]. To reduce
the computational complexity of sampling, most approaches adopt
the greedy selection strategy.

However, most existing approaches model document diversity
mainly based on the text-similarity of the documents, some subtle
but essential relationships between the query and documents may
be hard for the model to learn only based on document content.

From our perspective, it is not enough to model document diver-
sity only depending on the text since the query is often ambiguous.
Given that entities often appear in the documents and the explicit
relationship of the entities in the knowledge base is well-defined
and meaningful. It is a natural motivation to leverage the entities
and their relations to bridge the gap between the query and the
documents. There are at least two benefits of utilizing a knowledge
base in search result diversification: (1) The explicit meanings con-
tained by the entities can help the word disambiguation and infer
the topics of the documents. (2) The abundant information and
well-organized relations brought by the knowledge base can reflect
the potential relations of the documents, which is hard to learn only
from the text. Previous studies [14, 16] have demonstrated that
knowledge bases are useful resources to help understand the mean-
ings of the query. However, knowledge can be further leveraged
more than that. Concretely, we can exploit the entities extracted
from the query and the documents to establish the relations between
the documents and the query in the search result diversification.
For example, as shown in Figure 1, document 𝑑1 is more likely to
cover the astronomy topic for containing the entity “Titan (Saturn’s
moon)”, while document 𝑑2 is more possible to deal with sports
for mentioning the entity “Titan (football team)”. From the query’s
aspect, it is hard to determine the exact query intent only using the
term “titan”. However, with the help of entity linking, it is easier to
discover the relations of the query “titan” to the different “Titan”
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Titan (Saturn's moon)

Category: Astronomy

Titan (football team)
Category: Sports

Titan (watches)

Category: Business

Entity Linking
Scientists have determined that Saturn’s 
moon Titan has hundreds of times more 
liquid hydrocarbons than all the known 
oil and natural gas reserves of Earth.

Save money with discount tickets to 2009 
Tennessee Titans games. Buy cheap season 
tickets to Titans football games…
Shop online from the latest Titan Watches 
for men & women in India. Choose from 
casual & formal Titan Watches in various.

Query Titan

Document Content

𝑑!

𝑑"

𝑑#

Figure 1: An example of using entity linking in the docu-
ments for search result diversification.

entities that occur in different documents. More importantly, the
abundant information of the entity (such as categories) can be used
for measuring the document’s diversity.

Since the knowledge is powerful and suitable for search result
diversification, we propose a Knowledge Enhanced search result
DIVersification approachKEDIV to leverage entities and their rela-
tions to model the document’s diversity. Specifically, we can extract
the essential entities that have been commonly mentioned by the
query and the documents. Moreover, the entities that frequently
occur in most documents are also taken into consideration. To
fully exploit the abundant information contained in the knowledge
base, we extract four essential relations (co-occurrence, category,
knowledge, and document-entity relations) related to the task of
the search result diversification from the entities. Then we build a
query-specific relation graph to comprehensively model the rela-
tions of the query, entities, and documents. On the relation graph,
the query, entities, and documents are presented as nodes, while
four relations are converted to the edges between them. The relation
graph is both effective and explainable. For example, the document
nodes on the relation graph are connected by the entity nodes that
belong to them. Then we could measure the document’s novelty
based on the entity set contained by them. To further aggregate the
information on the relation graph, we apply a graph neural network
to update the representations of the nodes on the graph. Consider-
ing that the novelty of the entities and documents changes during
the document selection procedure, we dynamically adjust the node
weight of the entity nodes and derive the diversity features from the
context-aware entity and document representations. Experimental
results on commonly used datasets demonstrate the superiority of
our proposed method KEDIV over existing state-of-the-art models.
A series of further studies validate the effectiveness of our proposed
relation graph and its adjusting algorithm.

Our contributions are mainly in these aspects:
(1) We propose exploiting entities and their relationship to mea-

sure the document novelty in search result diversification, which
has been neglected by most diversification methods.

(2) We extract four essential relations from the knowledge base
to model the relations of the documents and the query. Furthermore,
we build a query-specific relation graph to comprehensively model
the relations of the query, entities, and documents.

(3) We dynamically adjust the node weights according to the
document selection and derive context-aware document represen-
tations for diversified scoring.

2 RELATEDWORK
2.1 Search Result Diversification
Search result diversification needs to measure the document’s nov-
elty and redundancy. Explicit approaches leverage document’s cov-
erage of different query aspects to figure out the documents that
cover the novel subtopics, while implicit methods focus onmodeling
documents’ relationship (e.g., dissimilarity) to reduce redundancy.

Implicit Methods.MMR [4] is an early unsupervised method
that leverages a parameter 𝜆 to balance the document’s relevance
and novelty. Since the diversification task is an NP-hard problem,
MMR made a greedy selection strategy that chooses the most novel
document at each step. Recently, several supervised methods have
been proposed. For example, SVM-DIV [45] learned to predict di-
verse subsets of the documents with a structural SVM framework.
R-LTR [50] formulated the diversification as a special relational
learning-to-rank task based on the various handcrafted novelty
features. PAMM [35] maximized the distance between the posi-
tive and negative rankings. Based on R-LTR and PAMM, NTN [36]
automatically generated document’s diversity features via neural
tensor network. Yan et al. [43] proposed an approximate loss to
directly measure the ranking quality of the entire document list.
Graph4DIV [28] treated documents’ similarity as intent coverage
similarity. Compared with these methods, though our approach
is also a supervised approach, we model the relationship between
the query and documents based on entities and their relationships.
Besides, our approach does not depend on an external classifier like
that used in Graph4DIV.

Explicit Methods. Explicit approaches aim to maximize docu-
ments’ coverage of different subtopics of the given query as possible.
Santos et al. [27] leveraged probabilistic methods to measure docu-
ments’ coverage of various aspects and proposed xQuAD. Dang and
Croft [9] proposed PM2 that exploits the topic’s popularity to adjust
the proportion of different subtopics covered by the documents.
Afterwards, these methods were enhanced by introducing the term
information [10] and the hierarchical structure of the subtopics [15].
Recently, many explicit supervised approaches are proposed for
search result diversification. For instance, DSSA [17] measured the
document’s subtopic coverage with RNNs and the attention mecha-
nism. Then Qin et al. [25] leveraged the Transformer [32] to model
the global relationship of all the documents and subtopics, which
avoids the greedy selection process. Liu et al. [19] adapted the GAN
framework to alleviate the insufficiency of training samples. Dif-
ferent from explicit methods, we use entities and their relations to
model the document’s diversity rather than subtopic coverage.

Other Methods. Apart from the two categories mentioned
above, there are also several diversification approaches [44, 48, 49]
designed for different purposes. For example, to avoid the greedy
selection strategy, several approaches are proposed to compute the
approximate optimal ranking results [11, 37]. MDP-DIV [37] lever-
aged the Markov decision process to select the documents imitating
users’ browsing behavior. Based on the MDP-DIV, M2Div [11] ex-
ploited Monte Carlo tree search to explore the possible rankings
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during theMDP procedure. Xu et al. [41] proposed a pairwise policy
gradient strategy to compare two document lists within the same
query and achieved good performance. Different from these meth-
ods, KEDIV is an implicit approach that leverages knowledge to
model the document’s relationship in search result diversification.

2.2 Knowledge Base for IR
Early researches [5, 12, 13, 26, 31] have explored the application
of knowledge base (e.g., Wikipedia) in the information retrieval.
Recently, knowledge continues to make breakthroughs in IR [16,
20, 22, 38, 39] and NLP tasks [2, 23, 24, 29, 30, 47].

It turns out that the abundant multidimensional information
brought by knowledge is useful to capture the underlying rela-
tionship of text. For instance, Xiong et al. [40] exploited entity to
improve the matching accuracy in academic search. Xiong et al.
[39] introduced knowledge graphs to neural ranking models and
significantly improved the generalization ability. Xiong et al. [38]
also combined the representation of word and entity to improve the
ranking model with an attention mechanism. Moreover, knowledge
is also a reliable resource that helps to understand the query and
documents. For example, Jiang et al. [16] generated queries’ vari-
ous facets based on the knowledge base, which demonstrates that
knowledge could be the complement explanation to the ambiguous
queries. Lu et al. [22] leveraged knowledge to capture the relation-
ship between the user history and current query in personalized
search. Different from these methods, we focus on search result
diversification and leverage knowledge to model the relationship
of the documents.

3 DIVERSIFICATION FRAMEWORK OF KEDIV
Search result diversification aims to reduce redundancy at the top
of the ranking list. However, some underlying query-document and
document-document relations are difficult for the model to learn
only from the text content.

In this paper, we propose to leverage the knowledge base to
enhance the modeling of document’s relationship in search result
diversification. Concretely, we build a query-specific relation graph
to present the complicated relationship of the query, the documents,
and the entities contained in them. Then, we apply a graph con-
volutional network to aggregate information of the relation graph,
and the document representations will be updated by their entity
nodes. Furthermore, we dynamically adjust the node weights of the
graph based on the document selection.

3.1 Problem Formulation
Given a query 𝑞 and its retrieved document set D, a search re-
sult diversification model is expected to provide the re-ranking
document list R that considers document diversity apart from rel-
evance. Given that enumerating all the possible permutations of
the candidate documents for the models are unacceptable, most
existing approaches follow the greedy selection strategy: iteratively
selecting the most novel (and relevant) document 𝑑∗ from the can-
didate document set C and adding it to the selected ranking list S.
Specifically, C = D, and S = ∅ at the initial state. Therefore, the
diversified ranking list R can be generated based on the diversified

scoring function 𝑓 (𝑞, 𝑑𝑖 ,S) at each step. From the entity perspec-
tive, the function 𝑓 can be described as 𝑓 (𝑞, 𝑑𝑖 , E𝑑𝑖 , E𝑠 ), where E𝑑𝑖
is the entity set covered by the document 𝑑𝑖 and E𝑠 is the entity set
covered by the selected document sequence S.

3.2 Architecture of KEDIV
The overall structure of our approach KEDIV is shown in Figure 2.
To consider the complicated relationship of the query 𝑞, document
set D, and their entity set E, we leverage four types of their rela-
tionship to construct a relation graph G𝑒 . A graph neural network
is further applied on the relation graph to produce diversity fea-
tures H𝑖 for each candidate document 𝑑𝑖 . The final ranking score
𝑓 (𝑞, 𝑑𝑖 , E𝑑𝑖 , E𝑠 ) at each step consists of relevance part 𝑆rel (𝑞, 𝑑𝑖 )
and diversity part 𝑆div (𝑞, 𝑑𝑖 , E𝑑𝑖 , E𝑠 ) with a weighted parameter 𝜆:

𝑓 (𝑞, 𝑑𝑖 , E𝑑𝑖 , E𝑠 ) = (1 − 𝜆)𝑆rel (𝑞, 𝑑𝑖 ) + 𝜆𝑆div (𝑞, 𝑑𝑖 , E𝑑𝑖 , E𝑠 ) . (1)

The diversity score function 𝑆div (𝑑𝑖 , E𝑑𝑖 , E𝑠 ) is our focus in this pa-
per, which considers the document diversity from an entity view.1
In another word, KEDIV not only uses the document representa-
tion for diversification but also considers the entities contained in
the candidate documents, selected documents, and query. For the
relevance part, KEDIV adopts the same relevance features R𝑖 as the
previous work [17, 19, 25, 28]. The relevance score 𝑆rel (𝑑𝑖 ) is then
calculated from the relevance feature R𝑖 with an MLP layer:

𝑆rel (𝑑𝑖 ) = MLP(R𝑖 ) . (2)

The diversity score 𝑆div (𝑑𝑖 , E𝑑𝑖 , E𝑠 ) is derived from diversity fea-
ture H𝑖 with another MLP layer. In this paper, we build a relation
graph to present the relationship of entities contained in the query
and documents, then exploit the graph structure to update the rep-
resentation of the entities and the documents. With the updated
representations, we generate the diversity feature H𝑖 from the rela-
tion graph as follows:

𝑆div (𝑑𝑖 , E𝑑𝑖 , E𝑠 ) = MLP(H𝑖 ), H𝑖 = F (𝑑𝑖 , E𝑑𝑖 , E𝑠 ,G𝑒 ), (3)

where G𝑒 is the corresponding relation graph for the query 𝑞. Note
that at each time step 𝑡 , the diversity feature H𝑖 of the document
𝑑𝑖 is dynamically generated according to the entity set E𝑠 that has
been covered by the selected documents. Note that the notation 𝑡 is
omitted for brevity. The function F describes how KEDIV produces
the diversity features when given the relation graph G𝑒 , the entity
set E𝑠 covered by selected document sequence S.

The key components of our KEDIV for computing H𝑖 are briefly
introduced as follows:

(1) Relation Graph (Section 3.3). We build a relation graph
G𝑒 for each query 𝑞. The relation graph G𝑒 could be divided into
two parts: the query part and the document part. In the query part,
query terms and entities extracted from the query are presented as
nodes in the relation graph. As for the document part, the entities
that frequently appear in most documents of the document set D
are used. The relation graph is designed to represent the relation-
ship of query terms, entities, and documents. For example, query
term nodes are connected to the document entity nodes if they
appear close in the documents (i.e., the distance of their positions

1We omit the query 𝑞 in the latter equations for notation convenience.
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Figure 2: Overview of KEDIV. (a) illustrates the relation graph building process. There are query term nodes, entity nodes
and document nodes on the relation graph. (b) demonstrates the document scoring process. Supposing 𝑑1 and 𝑑2 are selected
documents at the current step, node weights of the relation graph are adjusted based on the entity set E𝑠 covered by the selected
document sequence S. The color changes of the nodes reflects the representation update via GNN.

is less than a predefined threshold), while document nodes are con-
nected by entity nodes that are contained in them with directional
edges. Besides, entity nodes are connected if they are related in the
knowledge base.

(2) Entity-based Diversity Features (Section 3.4). We gener-
ate the diversity feature H𝑖 of document 𝑑𝑖 based on the given
relation graph G𝑒 . Supposing the initial entity representations
E = [E1, · · · , E𝑁 ] and document representations Y = [Y1, · · · ,Y𝑛],
their representations updated via graph neural network are X =

[X1, · · · ,X𝑁 ] and Z = [Z1, · · · ,Z𝑛], respectively. For diversity fea-
tures, we consider the entity features X𝑐 of the entity set E𝑑𝑖 , the
entity features X𝑠 of the selected entity set E𝑠 , the initial and up-
dated document representationY𝑖 andZ𝑖 of the candidate document
𝑑𝑖 . The diversity feature H𝑖 = [Y𝑖 ;X𝑠 ;X𝑐 ;Z𝑖 ] is the concatenation
of these features.

3.3 Relation Graph
Modeling the relation between documents and queries is the foun-
dation of search result diversification. In this paper, we leverage the
relationship of entities from documents and queries to model diver-
sity. Since the knowledge base is usually organized as a knowledge
graph, we present the relationship of entities with graph struc-
ture naturally. To present a global view of the relation and get the
query-specific entity representations, we build a relation graph G𝑒

to present the relation of all the document 𝑑𝑖 ∈ D and query 𝑞.

3.3.1 Graph Definition. Given a query 𝑞, document set D, and
entity set ED covered by the document set D, we build a query-
specific relation graph G𝑒 = (𝑁 (G𝑒 ), 𝐸 (G𝑒 )) mainly based on the
entities and their relation. In the relation graph G𝑒 , query terms,
entities and documents are presented as nodes while their relation
is converted to the edges. Specifically, 𝐸 (G𝑒 ) is the edges set of the
relation graph, while 𝑁 (G𝑒 ) = {𝑡1, · · · , 𝑡𝑚, 𝑒1, · · · , 𝑒𝑁 , 𝑑1, · · · , 𝑑𝑛}

is the nodes set of the relation graph. {𝑡1, · · · , 𝑡𝑚} stand for the
query term nodes, {𝑒1, · · · , 𝑒𝑁 } represent the entity nodes from the
query and documents, and {𝑑1, · · · , 𝑑𝑛} are the document nodes.
Hence, the total node number 𝑆 = |𝑁 (G𝑒 ) | of the relation graph
is𝑚 + 𝑁 + 𝑛. The procedure of building the relation graph G𝑒 is
shown in Figure 2 (a).

3.3.2 Relation Types. Instead of directly using the preliminary
defined relationship from the knowledge graph, we pay attention
to the relationship that is related to the diversification task and
comprehensively consider the essential relationship among the
document set D.

Formally, given𝑚 query terms, 𝑁 frequent entities and 𝑛 docu-
ments for each query 𝑞, we can derive the query-specific adjacent
matrix A ∈ R𝑆×𝑆 of the relation graph G𝑒 (𝑆 = 𝑚 + 𝑁 + 𝑛) based
on the four relations:

A𝑖, 𝑗 =

{
1, if (𝑣𝑖 , 𝑣 𝑗 ) ∈ 𝐸 (G𝑒 );
0, else.

(4)

where 𝑣𝑖 and 𝑣 𝑗 are the 𝑖-th node and 𝑗-th node of G𝑒 , respectively.
The element in row 𝑖 and column 𝑗 of A is A𝑖, 𝑗 , which reflects the
relation of 𝑣𝑖 and 𝑣 𝑗 . Note that (𝑣𝑖 , 𝑣 𝑗 ) denotes the directional edge
between node 𝑣𝑖 and node 𝑣 𝑗 (𝑣 𝑗 → 𝑣𝑖 ). For convenience, we use 𝑡𝑖 ,
𝑒 𝑗 and 𝑑𝑘 to denote the 𝑖-th query term node, 𝑗-th entity node and
𝑘-th document node, respectively.

We consider four relations to construct graph G𝑒 as follows:
(1) Entity-term co-occurrence relation.We assume entities

that often appear near the query terms in documents have a closer
relationship to the query. Specifically, we can obtain the token se-
quence 𝑠𝑖 of document 𝑑𝑖 with the knowledge base annotation, say
𝑠𝑖 = [𝑤1, 𝑒1,𝑤2, · · · ,𝑤𝑀 ] as the sequence of entities and words.
If the query term 𝑡 𝑗 , 𝑗 ∈ [1, · · · ,𝑚] appears together with the en-
tity 𝑒𝑘 and their distance is less than 𝐾 tokens, we connect the
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(bidirectional) edge between the query term node 𝑡 𝑗 and the en-
tity node 𝑒𝑘 on the relation graph, namely (𝑡 𝑗 , 𝑒𝑘 ) ∈ 𝐸 (G𝑒 ) and
(𝑒𝑘 , 𝑡 𝑗 ) ∈ 𝐸 (G𝑒 ).

(2) Entity-category relation. The entities defined in the knowl-
edge base often have lots of attributes (such as category and loca-
tions). In search result diversification, we find the category attribute
can help distinguish ambiguous entities. For the example shown
in Figure 1, it is straightforward to make out the real meaning of
different “titan” in the documents with the entity category anno-
tation. Moreover, the category of entities could be used to infer
related topics of the document. Therefore, we connect the entity
nodes that belong to the same category on the relation graph G𝑒 to
present the underlying relationship of these entities. Specifically,
for entity 𝑒𝑖 and entity 𝑒 𝑗 , (𝑒𝑖 , 𝑒 𝑗 ) ∈ 𝐸 (G𝑒 ) and (𝑒 𝑗 , 𝑒𝑖 ) ∈ 𝐸 (G𝑒 ) if
𝑒𝑖 and 𝑒 𝑗 belong to the same category.

(3) Entity relations in the knowledge base. The original re-
lation defined in the knowledge base reflects the relationship of
two entities in human knowledge, which is a complement for mod-
eling the relationship between entities and documents. Besides,
in the search result diversification task, due to the limitation of
the training corpus, it is challenging to directly model such rela-
tionships of entities from the document and query. Therefore, we
connect the entity nodes that have relations on the relation graph
to offer KEDIV a global view. Formally, for entity 𝑒𝑖 and entity 𝑒 𝑗 ,
(𝑒𝑖 , 𝑒 𝑗 ) ∈ 𝐸 (G𝑒 ) and (𝑒 𝑗 , 𝑒𝑖 ) ∈ 𝐸 (G𝑒 ) if 𝑒𝑖 and 𝑒 𝑗 have pre-defined
relations in the knowledge base.

(4) Document-entity relation. To fully leverage the informa-
tion contained in the entity nodes to enhance the document’s rep-
resentations, we use a directional edge to connect the entity nodes
and the document nodes that mention them. In this way, the entity
nodes can be used to update the representation of the documents
that contain the same entities, but the entity nodes themselves will
not be affected by the document nodes. For example, if the entity
𝑒 𝑗 occurs in the document 𝑑𝑖 , then (𝑑𝑖 , 𝑒 𝑗 ) ∈ 𝐸 (G𝑒 ) (𝑒 𝑗 → 𝑑𝑖 ).

3.3.3 Entity Selection and Weighting. In our preliminary experi-
ments, we find that the number of entities varies in different doc-
uments and the entities play different roles. To avoid the noise
introduced by infrequent entities, we hypothesize that the crucial
entities are frequently mentioned in different documents. So, we
extract the top-𝑁 frequent entities from the document set D. For-
mally, we compute the entity weight𝑤 (𝑒𝑖 ) as𝑤 (𝑒𝑖 ) = max(𝑁𝑒𝑖 , 1),
where 𝑁𝑒𝑖 is the total number of documents in D that mention
entity 𝑒𝑖 . By default, the weights of the query term nodes, query
entity nodes, and document nodes are set as 1.

Given that an important task of search result diversification is to
measure the novelty of candidate documents. However, the novelty
of a document is often changed considering the selected document
sequence. Since we leverage entities to evaluate the document’s di-
versity, it is necessary to adjust the weights of the entities according
to the entity set E𝑠 covered by the selected document sequence S.
Concretely, we lower the weights of the entity nodes on the relation
graph G𝑒 . Supposing the entity 𝑒𝑖 is covered by𝑀𝑒𝑖 documents in
the selected document sequence S, then the weight of the entity 𝑒𝑖
is adjusted as 𝑤 (𝑒𝑖 |S) = 𝑤 (𝑒𝑖 )/(𝑀𝑒𝑖 + 1) . Particularly, the initial
weight of the entity 𝑒𝑖 is𝑤 (𝑒𝑖 ) = 𝑤 (𝑒𝑖 |∅).

3.4 Entity-based Diversified Scoring
Asmentioned in Section 3.2, we obtain the document’s final ranking
score based on diversity features and relevance features. For we aim
to evaluate the document’s diversity at the entity level, we extract
both the entity representations and document representations from
the relation graph to generate the diversity features. The updates of
the node representations on the relation graph and the generation
of the diversity feature H will be illustrated as follows.

Query-specific Entity Representation. Based on the query-
specific relation graph, we can obtain the entity representations that
absorbs the information from their neighboring nodes. Formally,
given the relation graph G𝑒 , the initial representation of all query
term nodes T = [T1, · · · ,T𝑚], the representations of all entity
nodes E = [E1, · · · E𝑁 ], and the representations of the document
nodes Y = [Y1, · · · ,Y𝑛], we leverage a graph neural network to
update the node representations based on graph structure of the
relation graph, and get the query-specific representations of query
term nodesW = [W1, · · · ,W𝑚], entity nodes X = [X1, · · · ,X𝑁 ],
and document nodes Z = [Z1, · · · ,Z𝑛].

We use the graph convolutional network (GCN) [18] to gener-
ate the representations of the entity and document nodes on the
relation graph in this paper, which can also be implemented using
other GNNs. What we hope to demonstrate is that the information
contained in the relation graph is helpful to measure the novelty of
the documents. Updated with GCN, the nodes that have direct con-
nections in the relation graph G𝑒 will have similar representations,
while the nodes without edges will have more different representa-
tions. Different from treating all entity nodes equally, we apply the
node weights from Section 3.3.3 to the aggregation procedure of
the graph neural networks. The nodes with large node weights will
contain more information from themselves, while the nodes with
fewer weights will be influenced more by their neighbors. Con-
cretely, supposing A is the corresponding adjacent matrix of the re-
lation graph G𝑒 , W𝑔 = diag{𝑤 (𝑡1), · · · ,𝑤 (𝑡𝑚),𝑤 (𝑒1), · · · ,𝑤 (𝑒𝑁 ),
𝑤 (𝑑1), · · · ,𝑤 (𝑑𝑛)} is the weight of each node, U(0) = [T1, · · · , T𝑚 ,
E1, · · · , E𝑁 ,Y1, · · · ,Y𝑛] is the initial representation of the nodes
on the relation graph, the node representation updates via GCN
are calculated as follows:

U(𝑙+1) = 𝜎 (D̃− 1
2 ÃD̃− 1

2U(𝑙)W(𝑙) ), (5)

where Ã = AW𝑔 + I𝑁 is generated from the adjacency matrix A
of the relation graph in Equation (4), node weights W𝑔 , and the
identity matrix I𝑁 . D̃𝑖,𝑖 =

∑
𝑗 A𝑖, 𝑗 stands for the degree of the 𝑖-th

node. 𝑙 ∈ [0, 𝐿) is the layer number of the graph neural network.
U(𝑙) ∈ R𝑆×𝐷 is the node features matrix where 𝑆 = 𝑚 + 𝑁 + 𝑛
and 𝐷 is the node feature dimension. 𝜎 (·) is an activation function,
e.g., ReLU(·) = max (0, ·).W(𝑙) is a learnable matrix for 𝑙-th layer.
We set 𝐿 = 2 in this paper according to the experimental results.
As shown in Figure 2 (b), the output of the graph convolutional
network is U(𝐿) = [W1, · · · ,W𝑚,X1, · · · ,X𝑁 ,Z1, · · · ,Z𝑛].

Relevance and Diversity Features. As introduced in Equa-
tion (1), the final ranking score of candidate document 𝑑𝑖 is derived
from relevance features and diversity features. We use the same
relevance features as the previous work [17, 19, 25, 28]. The rele-
vance score 𝑆rel (𝑑𝑖 ) of 𝑑𝑖 is obtained based on the traditional ad-hoc
features R𝑖 , such as PageRank, TF-IDF, BM25.
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The diversity feature is our focus in this paper. To evaluate the
diversity of the documents from both entity and document views,
diversity features H𝑖 of the document 𝑑𝑖 are generated from the
entity nodes and document nodes on the relation graph G𝑒 . The
diversity features generation function F of Equation (3) can be
described as follows:

H𝑖 = [Y𝑖 ;X𝑠 ;X𝑐 ;Z𝑖 ], (6)

where [; ] means concatenation operation, H𝑖 is the concatenation
of initial document representation Y𝑖 , entity representation X𝑠

derived from the selected entity set E𝑠 , entity representation X𝑐 of
the entity set E𝑑𝑖 , and the updated document representation Z𝑖 of
the document 𝑑𝑖 .

Y𝑖 : The representation of the document node 𝑑𝑖 on the relation
graph G𝑒 . Apart from the entity features extracted from the relation
graph, we use the fundamental representation of the document as
a part of the diversity features.

X𝑠 : The representations of the selected entity set E𝑠 . X𝑠 could
be viewed as the representation of the entity coverage status at
the current step, which is important in search result diversifica-
tion. Concretely, X𝑠 =

∑
𝑒 𝑗 ∈E𝑠

X𝑗 is the sum of the selected entity
representations.

X𝑐 : The representations of the document 𝑑𝑖 ’s entity set E𝑑𝑖 . For-
mally, X𝑐 =

∑
𝑒 𝑗 ∈E𝑑𝑖

X𝑗 is the sum of the entity representations
covered by document 𝑑𝑖 . X𝑐 is an essential part of document 𝑑𝑖 ’s di-
versity features, which offers an entity view of document’s novelty.

Z𝑖 : The representation of the document node 𝑑𝑖 on the relation
graph. Based on the relation graph G𝑒 , the document’s represen-
tation will be updated via the entity nodes that belong to the doc-
ument. Hence, the information contained in the entity nodes will
enhance the representation of the documents.

3.5 Training and Optimization
Our model KEDIV could be trained end to end in the search result
diversification. For each query 𝑞 ∈ Q, with the input of the corre-
sponding candidate document set D𝑞 and relation graph G𝑒 , the
diversity ranking R𝑞 is produced by KEDIV:

R𝑞 = KEDIV(𝑞,D𝑞,G𝑒 ), 𝑓 = argmin
∑︁
𝑞∈Q

∑︁
𝑜∈O𝑞

L(R𝑞, 𝑌𝑜 ),

where O𝑞 is the training sample set of query 𝑞, 𝑌𝑜 is a ideal diversi-
fied ranking of document set D with respect to the query 𝑞, and
L is the list-pairwise loss function proposed by Jiang et al. [17].
List-pairwise loss is a context-aware loss for training greedy selec-
tion models. At each selection step 𝑡 , given the selected document
sequence S (|S| = 𝑡 − 1), the training samples could be described as
(S, 𝑑+, 𝑑−,𝑤 ), where 𝑑+, 𝑑− ∈ C, C is the candidate document set.
The training sample (S, 𝑑+, 𝑑−,𝑤 ) represents that document 𝑑+ is
more diverse than the document 𝑑− with the weight of𝑤 consider-
ing the selected sequence S, where𝑤 = |𝑀 ( [S, 𝑑+]) −𝑀 ( [S, 𝑑−]) |,
𝑀 (·) is the metric function (e.g., 𝛼-nDCG [7]), [S, 𝑑] is the current
selected sequence S appended by the document 𝑑 . Based on the
training samples above, the loss could be calculated as follows:

Llist-pairwise = −𝑤𝑜 log
(

1
1 + 𝑒−(𝑠+𝑜−𝑠−𝑜 )

)
, (7)

where𝑤𝑜 is the weight of each sample, (𝑜 ∈ O𝑞 ). 𝑠+𝑜 and 𝑠−𝑜 are the
ranking scores of the document 𝑑+𝑜 and 𝑑−𝑜 output by the model.

4 EXPERIMENTS
4.1 Dataset and Evaluation
We conduct our experiments on the ClueWeb dataset [3] that has
been commonly adopted by most existing work [9, 17, 19, 25, 27,
28, 43, 50]. It contains the corpus from TREC Web Tracks 2009 to
2012, which has approximate 50 million documents. There are 200
human-labeled topics that need to be diversified in the ClueWeb
dataset totally. Since the topic #95 and topic #100 lack document
diversity judgments, the left 198 queries are adopted to conduct
five-fold cross-validation. The subtopic number of each topic varies
from three to eight. The initial document rankings are provided
by the Lemur Service.2. The search result diversification is consid-
ered on the top 50 relevant web pages from Lemur. The diversity
evaluation metrics are calculated on the top 20 results of the diver-
sified rankings outputted by the models. The knowledge base used
in this work is Freebase [1]. The query entities are annotated via
CMNS [14] and document entities are obtained from FACC.3

The metrics we adopt to evaluate our model and baselines are
the widely used diversified ranking metrics, such as 𝛼-nDCG [7],
ERR-IA [6], NRBP [8], and S-rec [46].

4.2 Baseline Methods
The baseline methods can be categorized into four types.

(1) Non-diversified Approaches. Since the diversified meth-
ods should consider both relevance and diversity, it is necessary
to compare the performance of ad-hoc retrieval approaches with
diversified ones when demonstrating the effects of diversification.
Lemur denotes the ranking results from the Indri search engine,
while ListMLE [34] is a supervised method that only considers
document relevance.

(2) Explicit Approaches.We also compare our approach with
classical heuristic explicit methods, such as xQuAD [27] and PM2 [9].
Some variants of these approaches are also proposed. For example,
HxQuAD and HPM2 [15] adopt a hierarchical structure to model
diversity, while TxQuAD, TPM2 [10] focus on term-level diversifica-
tion without grouping. As for supervised methods, Jiang et al. [17]
proposed a subtopic attention framework DSSA with a list-pairwise
loss to train supervised diversified models.

(3) Implicit Approaches.KEDIV is an implicit method that does
not depend on the subtopic information. We also compare KEDIV
with supervised implicit methods including R-LTR [50], PAMM [35],
NTN [36], DALETOR [43], and Graph4DIV [28]. Graph4DIV ex-
ploits graph to model the relation of documents and query during
the document sequence selection. For DALETOR, we follow the pa-
rameters in the paper [43] and use 𝛼-nDCG loss to tune the model
based on the same initial document rankings with Graph4DIV.

(4) Ensemble Approaches. We compare KEDIV with the en-
semble methods that exploit both implicit and explicit features.
DESA [25] is a non-greedy framework that leverages an encoder to
fuse the features from subtopics and documents, while DVGAN [19]

2Lemur service: http://boston.lti.cs.cmu.edu/Services/clueweb09_batch/
3FACC1: http://lemurproject.org/clueweb09/FACC1/
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Table 1: Overall performances. The symbol ★ stands for sig-
nificant improvements obtained by KEDIV compared with
Graph4DIV in two-tailed t-test with 𝑝-value< 0.05.

Category Method 𝛼-nDCG ERR-IA NRBP S-rec

Ad-hoc Lemur .369 .271 .232 .621
ListMLE .387 .287 .249 .619

Explicit xQuAD .413 .317 .284 .622
TxQuAD .410 .308 .272 .634
HxQuAD .421 .326 .294 .629
PM2 .411 .306 .267 .643
TPM2 .399 .291 .250 .639
HPM2 .420 .317 .279 .645
DSSA .456 .356 .326 .649

Implicit R-LTR .403 .303 .267 .631
PAMM .411 .309 .271 .643
R-LTR-NTN .415 .312 .275 .644
PAMM-NTN .417 .311 .272 .648
DALETOR .397 .305 .271 .607
Graph4DIV .468 .370 .338 .666
KEDIV (Ours) .485★ .390★ .362★ .671

Ensemble DESA .464 .363 .332 .653
DVGAN .465 .367 .334 -

uses a generator and a discriminator to learn subtopic signals and
document similarity signals with an adversarial framework.

4.3 Implementation Details
For the relation graph G𝑒 , the numbers of the query nodes, entity
nodes, and document nodes are 10, 50, and 50. We adopt Glove
from NLTK [33] for the word embedding and transE [2] for the
entity embedding. The dimensions of original entities and words
are both 50. After the concatenation, the input dimension of word
and entity is 100. The initial document representation is doc2vec
with the dimension of 100. The layer number of the graph convolu-
tional networks is tuned from one to three. The optimizer in our
experiments is AdamW [21] with a learning rate of 9e-4. We tune
the learning rate from 1e-6 to 1e-3 and select the models according
to 𝛼-nDCG@20 with five-fold cross-validation. The parameter 𝜆 in
Equation (1) is set as 0.5 based on the experiment.

4.4 Overall Performance
The overall performance of our approach KEDIV and other base-
line models are shown in Table 1. KEDIV achieves better results
compared with these methods in terms of the diversity evaluation
metrics 𝛼-nDCG, ERR-IA, NRBP, and S-rec.

(1) KEDIV outperforms all implicit methods. Specifically, the
graph-based methods, such as Graph4DIV and KEDIV, can achieve
better performance than the traditional approaches, which demon-
strates the advantages of leveraging graph structure to model the
complicated query-document relationship in the search result diver-
sification. Compared with Graph4DIV, KEDIV models document
diversity through entities and their relationship, which improves a
lot in terms of 𝛼-nDCG (3.63%), ERR-IA (5.41%), and NRBP (7.10%).
This indicates that using knowledge information is helpful to model

underlying document relationships that are hard for the model to
learn automatically from the corpus. Moreover, the relationship
provided by the knowledge base is more intuitive and explain-
able than the features learned from deep neural networks. Besides,
Graph4DIV depends on an extra document relation classifier to
explicitly judge documents similarity, while the relation graph of
KEDIV is constructed based on the well-defined entity relations
of the knowledge base. It also implies that knowledge-enhanced
methods can achieve better performance even without pre-trained
models. The improvement gained by KEDIV demonstrates the pos-
sibility of exploiting knowledge to figure out the potential rela-
tionship between the query and the documents in search result
diversification. Additionally, KEDIV could be trained end-to-end
while Graph4DIV is a pipeline method.

(2) KEDIV outperforms all explicit methods, including the state-
of-the-art explicit method DSSA. The better performance achieved
by DSSA and KEDIV demonstrates the capability of supervised
method compared with unsupervised ones (i.e., xQuAD, PM2). Com-
pared with the explicit supervised method DSSA that leverages
subtopic features from commercial search engines (e.g., Google
suggestions), KEDIV could still acquire large improvement, which
reflects the effectiveness of the knowledge base in search result
diversification. The possible reason is that the well-defined relation-
ship brought by the entities is suitable to model the relationship of
the documents. On the other hand, the improvement gained by KE-
DIV also demonstrates the need for knowledge-enhanced methods
in search result diversification, especially for small datasets like
ClueWeb09.

(3) KEDIV outperforms ensemble methods, i.e., DESA and DV-
GAN. DESA combines implicit and explicit features and applies
an encoder-decoder framework to produce the ranking result di-
rectly, while DVGAN leverages both explicit and implicit diversity
features from the generator and discriminator. Without utilizing
explicit subtopics, KEDIV can achieve better performance than
these ensemble models, which shows the advantages of leverag-
ing knowledge to measure the underlying relationship between
query and documents. Besides, the diversity features extracted from
the relation graph could be further exploited by these ensemble
methods to offer an entity view of the document’s diversity.

4.5 Ablation Study
To further investigate the performance of KEDIV with different
settings, we apply an ablation study and different settings to it to
figure out four questions: (1) What is the effect of each component
in diversity features H? (2) What is the effect of node weights in
KEDIV? (3) How does KEDIV work under different graph settings?
(4) What is the effect of each type of the relationship on the relation
graph?

(1) Ablation of diversity features. As introduced in Equa-
tion (6), we extract the entity representations and document rep-
resentations from the relation graph G𝑒 to generate the diversity
features H𝑖 of document 𝑑𝑖 . To investigate the effect of each rep-
resentations, we remove the entity and document representations
X𝑠 ,X𝑐 ,Y𝑖 and Z𝑖 from H𝑖 and the results are shown in Table 2.
The removal of any component of diversity features H𝑖 leads to
the decline in terms of all the metrics, which demonstrates the
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Table 2: Performance of KEDIV with different settings.

𝛼-nDCG ERR-IA NRBP S-rec

KEDIV .485 .390 .362 .671

w/o Y𝑖 .478 .385 .358 .660
w/o X𝑠 .469 .373 .342 .658
w/o X𝑐 .476 .379 .349 .669
w/o Z𝑖 .479 .381 .351 .670

w/o Node Weights Adjust .474 .379 .350 .662
w/o Node Weights .462 .363 .330 .662

w/ GIN .477 .384 .355 .661
w/ 1-layer-GCN. .472 .378 .348 .660
w/ 3-layer-GCN. .478 .379 .349 .671
w/ undirected edges .475 .380 .351 .662

effectiveness of these features. Among all the representations, the
performance of KEDIV without X𝑠 declines the most. Different
from the others, X𝑠 is the entity representation reflecting the se-
lection status during the greedy procedure. X𝑠 presents an entity
view of the selected document sequence S, which is the foundation
of the search result diversification. Since X𝑠 contains the informa-
tion from the entity set E𝑠 , KEDIV can sense the entities that have
been mentioned by the selected documents, and hence, pay more
attention to the uncovered entities and documents. Besides, the
entity representation X𝑐 of the candidate document 𝑑𝑖 also plays an
essential part. The potential reason is that leveraging well-defined
entities and their relations helps to figure out the underlying rela-
tions of the documents and queries, which is a complement to the
traditional approaches.

(2) Effects of the node weight.We leverage node weights on
the relation graph to measure the importance of different entities.
Considering that the novelty of entities and documents are changed
during the document selection procedure, we lower the weights of
the entities that have been covered by the selected documents based
on the entity set E𝑠 covered by the selected document sequence S.
Given that the document representations are dynamically updated
via entity nodes, we can obtain the context-aware document repre-
sentations at each step. As shown in Table 2, the performance of
KEDIV without node weights adjustment and node weights drops a
lot in terms of all the metrics. Compared with KEDIV without node
weights adjustment, KEDIV without node weights performs worse,
which indicates the need of evaluating the novelty of entities in
search result diversification. Consistent with the target of search
result diversification, the node weight adjustment strategy punishes
the redundancy at the entity level and makes the relation graph
dynamically present the situation of the current step, which helps
KEDIV focus more on the uncovered entities.

(3)Different graph settings. As shown in Figure 2 (b), the node
representations of the relation graph can be updated via different
graph neural networks. According to the experimental results, we
leverage GCN in KEDIV. The results of KEDIV with different GNNs
(e.g., GIN [42]) and layers are shown in Table 2. The performance
of GIN is not as good as GCN, which may imply that GCN is more
suitable to aggregate the information of entity nodes on the rela-
tion graph. Besides, KEDIV with a 2-layer-GCN gets higher scores

α-nDCG ERR-IA NRBP0.34
0.35
0.36
0.37
0.38
0.39
0.40
0.41
0.42
0.43
0.44
0.45
0.46
0.47
0.48
0.49

KEDIV
w/o Co-occurrence
w/o Category
w/o Knowledge

Figure 3: Effects of the different relations.

considering the general metrics compared with 1-layer-GCN and
3-layer-GCN. For the layer number of the graph neural networks
influence the information aggregation on the relation graph, it is
not enough to use only 1-layer-GCN, while 3-layer-GCN also leads
to the decline of the metrics. Because we leverage directed edges to
connect the entity nodes and document nodes, we also demonstrate
the performance of KEDIV with all undirected edges (denoted as
w/ undirected edges) on the relation graph. Since the document
representations will influence the representations of the entity node
with undirected edges, the selected document nodes on the relation
graph may bring the noise to the entity nodes, which will further
influence other candidate document nodes via entity nodes.

(4) Effects of the relations. As introduced in Section 3.3.2,
we leverage four types of relations to build the relation graph. To
demonstrate the effect of each relation type, we record the metrics
of KEDIV without these relations. Because the document-entity
relation is the fundamental relationship to connect the entity nodes
and the document nodes on the relation graph, we remove the other
three relations from the relation graph one by one. The results of
KEDIV without these three relations are shown in Figure 3. Com-
pared with KEDIV, the removal of any relationship leads to the
descent of all the metrics. It validates the effectiveness of all the
relations leveraged to build the relation graph. The performance of
KEDIV declines the most without the co-occurrence relation. Con-
sidering that the entities that often appear near the query termsmay
contain the information that answers the potential query intents,
it is helpful and meaningful to capture this position information
of the query terms and document entities. This demonstrates the
importance of modeling query and document relationships. Credit
to the explicit relations brought by the entities, KEDIV can discover
the underlying relationship of different documents from both entity
view and text view.

5 CONCLUSIONS
In this paper, we propose a knowledge enhanced search result di-
versification approach KEDIV, which leverages the entities and
their relationship to help model the document’s diversity. To aggre-
gate multiple dimensional information brought by the knowledge
base, we build a query-specific relation graph to present the com-
plicated relationship of the query, the entities, and the documents.
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Furthermore, the node weights adjust strategy is adopted to obtain
the dynamic relation graph that reflects the current selection sit-
uation. Then we leverage a graph neural network to update the
representations of all the nodes on the relation graph. With the
graph structure, the document representations are enhanced by
the entities that belong to them. As for the diversified scoring,
representations of the entity nodes and the document nodes are
used to generate the diversity features. The experimental results
demonstrate that our knowledge-enhanced model KEDIV is both
effective and intuitive. In the future, we plan to leverage knowledge
to mine the underlying query intents from the query and fuse the
knowledge graph with subtopics.
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